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In this paper we show that the phase transition in the contact process manifests itself in the behavior of large finite systems. To be precise, if we let \(\sigma_{N}\) denote the time the process on \(\{1, \ldots, N\}\) first hits \(\emptyset\) starting from all sites occupied, then there is a critical value \(\lambda_{c}\) so that (i) for \(\lambda < \lambda_{c}\), there is a constant \(\gamma(\lambda) \in (0, \infty)\) so that as \(N \to \infty\), \(\sigma_{N}/\log N \to 1/\gamma(\lambda)\) in probability and (ii) for \(\lambda > \lambda_{c}\) there are constants \(\alpha(\lambda), \beta(\lambda) \in (0, \infty)\) so that as \(N \to \infty\),

\[
P(\alpha(\lambda)/2 - \varepsilon \leq (\log \sigma_{N})/N \leq \beta(\lambda) + \varepsilon) \to 1,
\]

for all \(\varepsilon > 0\). Our results improve upon an earlier work of Griffiths but as the reader can see the second one still needs improvement. To help decide what should be true for the contact process we also consider the analogous problem for the biased voter model. For this process we can show \((\log \sigma_{N})/N \to \alpha(\lambda) = \beta(\lambda)\) in probability, and it seems likely that the same result is true for the contact process.

1. Introduction. Let \(\xi_{t}^{N}\) denote the basic contact process on \(\{1, 2, \ldots, N\}\) starting from all sites occupied. That is, \(\xi_{t}^{N}\) is the Markov chain with state space \(\{\text{set of all subsets of } \{1, \ldots, N\}\}\) and transition rates (or \(q\)-matrix) given by

\[
q( A, A - \{x\} ) = 1, \quad \text{if } x \in A,
\]

\[
q( A, A \cup \{x\} ) = \lambda |A \cap \{x - 1, x + 1\}|, \quad \text{if } x \in A,
\]

where \(|S|\) denotes the cardinality of \(S\). \(\xi_{t}^{N}\) is a Markov chain with a finite state space and an absorbing state (the empty set) so at first glance it may seem there is nothing interesting to say about its limiting behavior: If \(\sigma_{N} = \inf\{t; \xi_{t}^{N} = \emptyset\}\), then \(P(\sigma_{N} < \infty) = 1\) for all \(\lambda\).

More interesting behavior, i.e., a “phase transition,” appears if we consider what happens when \(N \to \infty\). To state our results we have to introduce \(\xi_{t}\), the contact process on \(Z\). It is the Markov process with transition probabilities which as \(t \to 0\) satisfy

\[
P(x \in \xi_{t} | \xi_{0}) \sim t, \quad \text{if } x \in \xi_{0},
\]

\[
P(x \in \xi_{t} | \xi_{0} \cap \{x - 1, x + 1\}) \sim \lambda t |\xi_{0} \cap \{x - 1, x + 1\}|, \quad \text{if } x \notin \xi_{0},
\]

where \(f(t) \sim g(t)\) means \(f(t)/g(t) \to 1\) as \(t \to 0\). It is by now well known that there is a unique Markov process with the properties given above and there are
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several ways to construct it. See Liggett (1985), Chapter 6 [or Gribble (1981)], for information on how to construct the process and the basic properties we use below if no reference is given.

Let $\xi_t^0$ denote the contact process on $Z$ starting from $\xi_0^0 = \{0\}$ and $\lambda_c$ be its critical value,

$$\lambda_c = \inf\{\lambda : P(\xi_t^0 \neq \emptyset \text{ for all } t) > 0\}.$$

With this notation introduced we can state our first result.

**Theorem 1.** Let $\lambda < \lambda_c$ and

$$\gamma_1(\lambda) = -\lim_{n \to \infty} \frac{1}{n} \log P(\xi_n^0 \neq \emptyset).$$

As $N \to \infty$,

$$\frac{\sigma_N}{\log N} \to \frac{1}{\gamma_1(\lambda)}$$

in probability.

The results of Gribble (1981) show

$$\limsup_{n \to \infty} \frac{1}{n} \log P(\xi_n^0 \neq \emptyset) < 0,$$

so $\gamma_1(\lambda) > 0$. [If $\gamma_1(\lambda)$ is finite since it is $\leq \gamma_1(0) = 1$.] The existence of the limit above was first observed in Durrett (1984). For completeness we give the simple proof of the existence of the limit in Section 2. As the reader can see from the proofs given there, the only hard part is guessing the constant to which $\sigma_N/\log N$ should converge (and proving it is $> 0$). Failure to find the right definition for $\lambda > \lambda_c$ probably explains the incompleteness of the next result.

**Theorem 2.** Let $\lambda > \lambda_c$ and let $-\alpha_\lambda(\lambda)$ and $-\beta_\lambda(\lambda)$ denote the lim sup and lim inf of

$$\frac{1}{n} \log P(\hat{\tau}^{[1,\ldots,n]} < \infty),$$

where $\hat{\tau}^A = \inf\{t : \xi^A_t = \emptyset\}$ and $\hat{\xi}^A_t$ is the contact process on the half line $\{1, 2, \ldots\}$ starting from $\xi^A_0 = A$. If $\epsilon > 0$, then as $N \to \infty$,

$$P\left(\frac{\log \sigma_N}{N} > \frac{\beta_\lambda(\lambda) + \epsilon}{2}\right) \to 0,$$

$$P\left(\frac{\log \sigma_N}{N} < \frac{\alpha_\lambda(\lambda)}{2} - \epsilon\right) \to 0.$$

In words our results say $\sigma_N$ grows like $C \log N$ for $\lambda < \lambda_c$ and $\exp(CN)$ for $\lambda > \lambda_c$. [In Section 3 we will show $0 < \alpha_\lambda(\lambda) \leq \beta_\lambda(\lambda) < \infty$.] Our theorems sharpen a previous result of Gribble [(1981), see Theorem 13, page 177 and the
remark on page 183 for the extension to all $\lambda > \lambda_\star \rangle$ and an earlier work of
Stavskaya and Piatetski-Shapiro (1968) and Toom (1968). They did not prove
the existence of the limit in Theorem 1 and had worse upper and lower bounds in
Theorem 2. Our second result can also be improved. The first and most obvious
problem is to prove that $\alpha_2(\lambda) = \beta_2(\lambda)$, i.e., the limit exists. After that there is
the annoying fact that the upper and lower bounds differ by a factor of 2.

Strong evidence for the existence of a limit for $\log(\sigma_N)/N$ can be found in
Schonmann (1985). He proved, after preliminary results of Cassandro, Galves,
Oliveri and Vares (1984), that as $N \to \infty$, $\sigma_N/E\sigma_N$ converges in distribution to a
mean one exponential. If we let $c_N = (1/N)\log E\sigma_N$, this implies

$$\left(\frac{1}{N} \log \bar{\sigma}_N\right) - c_N \to 0, \text{ in probability},$$

so as $N \to \infty$, the distribution of $(\log \sigma_N)/N$ becomes concentrated at the point
which, of course, may be wandering around in $[a_2(\lambda)/2, b_2(\lambda)]$.

As the reader can guess from our notation we believe that the upper bound in
Theorem 2 is correct. (This turns out to be true. See the Epilogue at the end of
the paper.) To obtain some insight into this question we investigated the
analogous problems for the biased voter model on $\{1, \ldots, N\}$. Using $\xi_t^N$ again to
denote this process it may be described precisely as the Markov chain with state
space = the set of all subsets of $\{1, \ldots, N\}$ and transition rates (or $q$-matrix)
given by

$$q(A, A - \{x\}) = |A^c \cap \{x - 1, x + 1\}|, \quad \text{if } x \in A,$$

$$q(A, A \cup \{x\}) = |A \cap \{x - 1, x + 1\}|, \quad \text{if } x \notin A.$$

While the formulas for the transition rates of this process are a little more
complicated than those for the contact process, the biased voter model is much
simpler. An occupied site with two occupied neighbors cannot die and it is easy
to check that if we let $L_t$ be a continuous time random walk on $\{1, 2, \ldots\}$ which
starts at 1 and makes transition $x \to x + 1$ at rate 1 and $x \to x - 1$ at rate $\lambda$
(when $x > 1$) and let $R_t^N$ be an independent process on $\{N, N - 1, \ldots\}$, which
has the same distribution as $(N + 1) - L_t$, then a realization of $\xi_t^N$ can be
constructed by setting

$$\xi_t^N = \{L_t, \ldots, R_t^N\}, \quad \text{for } t < \sigma_N,$$

$$= \emptyset, \quad \text{for } t \geq \sigma_N,$$

where $\sigma_N = \inf\{t: R_t^N < L_t\}$.

With the last construction in hand it is easy to prove

**Theorem 3.** If $\lambda < 1$, then as $N \to \infty$,

$$\frac{1}{N} \bar{\sigma}_N \to \frac{1}{2} (1 - \lambda), \text{ in probability}.$$

So we leave this as an exercise for the reader and turn our attention to the
behavior for $\lambda > 1$. If we let $l_t$ be a continuous time random walk on $\mathbb{Z}$ which
starts at 1 and makes transitions $x \rightarrow x + 1$ at rate 1, $x \rightarrow x - 1$ at rate $\lambda$, and let $r^N_t$ be an independent process which has the same distribution as $(N + 1) - l_t$, then we can construct the biased voter model on $Z$ starting from $\{1, \ldots, N\}$ by setting

$$\xi_t^{(1, \ldots, N)} = \{l_t, \ldots, r^N_t\}, \quad \text{for } t < \tau_N,$$

$$= \emptyset, \quad \text{for } t \geq \tau_N,$$

where $\tau_N = \inf\{t: r^N_t < l_t\}$.

Since $S(t) \equiv r^N_t - l_t$ is a continuous time random walk it follows from the gambler's ruin formula (or the observation that $\lambda^{S(t)}$ is a martingale) that

$$P(\tau_N < \infty) = \lambda^{-N},$$

for $\lambda > 1$ so $\lambda_c = 1$. From the last result it is immediate that if we let $\tau^A = \inf\{t: \xi_t^A \neq \emptyset\}$, then

$$\lim_{n \to \infty} \frac{1}{n} \log P(\tau^{(1, \ldots, n)} < \infty) = -\log \lambda.$$

The results in the last paragraph fix (for the biased voter model) one of the problems we had for the contact process. In Section 5 we show how to fix the other one and prove

**Theorem 4.** If $\lambda > 1$, then as $N \to \infty$,

$$\frac{1}{N} \log \sigma_N \to \log \lambda, \quad \text{in probability.}$$

Ironically, we have to work harder here to estimate $P(L_t > \theta N)$ than we do for the contact process, but once we have the desired estimate the fact that $L_t$ and $R^N_t$ are independent allows us to multiply our estimates and avoid the factor of 2 in Theorem 2.

The rest of the paper is devoted to the proofs of the results given above. To prepare the reader for this we need to explain the method behind our notation: $\xi^A_t$ denotes the contact process (or biased voter model) on $Z$. When a $^\wedge$ is put on top we are considering the process restricted to $\{1, 2, \ldots\}$ and when a $^\wedge$ is put there (see the end of Section 3) the process is on $\{N, N - 1, \ldots\}$. Similar labeling conventions apply to the extinction times $\tau$ and the left and right edge processes $l_t$ and $r^N_t$, with the exception that in the discussion of the biased voter model the processes which should be called $\hat{l}_t$ and $\hat{r}^N_t$ are called $L_t$ and $R^N_t$.

**2. Proof of the results for $\lambda < \lambda_c$.** We begin with the upper bound on $\sigma_N$. Let $\xi^0_t$ be the contact process on $Z$ starting from $\xi^0_0 = \emptyset$. When $\xi^0_t \neq \emptyset$, $|\xi^0_t| \geq 1$, and starting with more particles increases the survival probability of the contact process, so we have

$$P(\xi^0_{t+s} \neq \emptyset | \xi^0_t \neq \emptyset) \geq P(\xi^0_s \neq \emptyset),$$

or rearranging terms,

$$P(\xi^0_{t+s} \neq \emptyset) \geq P(\xi^0_t \neq \emptyset) P(\xi^0_s \neq \emptyset).$$
Taking logs and letting $a_t = \log P(\xi_t^0 \neq \emptyset)$, the last equation becomes

$$a_{t+s} \geq a_t + a_s,$$

i.e., $t \to a_t$ is superadditive. It is well known and easy to prove that this implies

$$\frac{1}{t} a_t \to \sup_{u > 0} \frac{a_u}{u},$$

so if we let

$$\gamma_1(\lambda) = -\sup_{t > 0} \frac{1}{t} \log P(\xi_t^0 \neq \emptyset),$$

it follows that

$$\frac{1}{t} \log P(\xi_t^0 \neq \emptyset) \to -\gamma_1(\lambda)$$

and

$$P(\xi_t^0 \neq \emptyset) \leq e^{-\gamma_1(\lambda)t}.$$  

The reader should note that up to this point everything is valid for any $\lambda$. The fact that $\gamma_1(\lambda) > 0$ when $\lambda < \lambda_c$ is due to Griffeath (1981), Section 5. A proof can also be found in Durrett (1984).

The proof of the upper bound is an immediate consequence of (2).

$$P(\xi_t^N \neq \emptyset) \leq NP(\xi_t^0 \neq \emptyset) \leq Ne^{-\gamma_1(\lambda)t},$$

so if we let $t = \log N/\gamma_1(\lambda) + K_N$, then

$$P(\xi_t^N \neq \emptyset) \leq e^{-\gamma_1(\lambda)K_N} \to 0,$$

whenever $K_N \to \infty$.

The proof of the lower bound only requires a little more work. (1) implies that if $t$ is large

$$P(\xi_t^0 \neq \emptyset) \geq e^{-(1+\epsilon)\gamma_1(\lambda)t}.$$  

If we let $t = (1 - \epsilon) \log N/\gamma_1(\lambda)$, then the probability of survival for each particle is $\geq N^{-(1-\epsilon^2)}$, so to guarantee that at least one survives we need to give ourselves enough independent changes. To do this we consider the contact process on $\{1, \ldots, N\}$ with a particle starting at each point of the form $(2k - 1)C \log N$ for $1 \leq k \leq [N/(2C \log N)]$ and modified so that the points $2kC \log N$ are never allowed to become occupied. (Here $C$ is a constant which depends upon $\lambda$ and $N$ and will be chosen later to be large enough and so that $C \log N$ is an integer.)

The last rule makes the behavior of the process in the intervals $(2kC \log N, (2k + 2)C \log N)$ independent. The next computation shows that if $C$ is large the restriction does not affect the growth of the individual processes very much. Let $r_t^0 = \sup \xi_t^0$. If we consider the contact process with no deaths, then the position of the right edge $r_t^0$ has a Poisson distribution with mean $\lambda t$ so
if we let $S(\lambda t)$ be a random variable with that distribution

$$P\left(\sup_{s \leq t} r_s^0 \geq m\right) \leq P(S(\lambda t) \geq m).$$

Now

$$E(\exp(\theta S(\lambda t))) = \exp(\lambda t(e^\theta - 1))$$

and Chebyshev's inequality implies

$$P(S(\lambda t) > K\lambda t) \leq \exp(\lambda t(e^\theta - 1 - \theta K)).$$

So if we let $\theta = 1$ and observe $e - 1 < 2$ the right-hand side becomes $\exp(\lambda t(2 - K))$. As we mentioned above we are interested in what happens when $t = (1 - \epsilon)\log N/\gamma_1(\lambda)$ and we can assume without loss of generality that $\epsilon < \frac{1}{2}$, so if we let $K = 2 + (4\gamma_1(\lambda)/\lambda)$ and work back through the computations above we see that for this choice of $K$ and $t$,

$$P\left(\sup_{s \leq t} r_s^0 \geq K(1 - \epsilon)\lambda \log N/\gamma_1(\lambda)\right) \leq N^{-2}.$$

Now if the process starting at $(2k - 1)C\log N$ does not escape from $((2k - 2)C\log N, 2kC\log N)$ by time $t$, then it evolves just like $\xi_{t}^0 0 \leq s \leq t$ so letting $C = K\lambda/\gamma_1(\lambda)$ (and enlarging $C$ slightly to make $C\log N$ an integer) we see that if $t = (1 - \epsilon)\log N/\gamma_1(\lambda)$ and $N$ is large

$$P(\xi_{t}^N = \emptyset) \leq \left(1 - N^{-(1-\epsilon^2)} - 2N^{-2}\right)^{N/2C\log N},$$

which $\to 0$ as $N \to \infty$ because of the simply proven fact that if $\epsilon_n \to 0$ and $N_n \to \infty$ in such a way that $N_n \epsilon_n \to \infty$, then

$$(1 - \epsilon_n)^{N_n} \to 0.$$

**Remark.** The reader should take a moment to observe that the arguments above are very general. The existence of

$$\lim_{t \to \infty} \frac{1}{t} \log P(\xi_t^0 \neq \emptyset) = -\gamma_1(\lambda)$$

and the bound

$$P(\xi_t^0 \neq \emptyset) \leq e^{-\gamma_1(\lambda)t}$$

follows form monotonicity and the Markov property, and the construction in the last part of the proof is valid for any interaction with finite range.

3. **Proof of the results for $\lambda > \lambda_c$.** We begin by recalling some facts about the contact process.

(1) As $n \to \infty$,

$$\frac{1}{n} \log P(\tau^{(1,\ldots,n)} < \infty) \to -\gamma_2(p).$$
PROOF. $\tau^{(1,\ldots,n)} < \infty$ is a decreasing event (fewer births in the graphical representation makes it more likely) so Harris’ (1960) inequality implies
\[
P(\tau^{(1,\ldots,m)} < \infty, \tau^{(m+1,\ldots,m+n)} < \infty) \\
\geq P(\tau^{(1,\ldots,m)} < \infty)P(\tau^{(m+1,\ldots,m+n)} < \infty) \\
= P(\tau^{(1,\ldots,m)} < \infty)P(\tau^{(1,\ldots,n)} < \infty).
\]

[Sticklers for details should notice that although Harris’ theorem cannot be applied directly to the graphical representation, it can, however, be applied to the oriented percolation process which has connections from $(x, ne)$ to $(x(n+1)e)$ with probability $1 - \varepsilon$ and from $(x, ne)$ to $(x + 1, (n+1)e)$ and from $(x, ne)$ to $(x - 1, (n+1)e)$ with probability $\lambda \epsilon$. Applying Harris’ theorem to the oriented percolation process and letting $\varepsilon \to 0$ shows that for any $T < \infty$,
\[
P(\tau^{(1,\ldots,m)} \leq T, \tau^{(m+1,\ldots,m+n)} \leq T) \\
\geq P(\tau^{(1,\ldots,m)} \leq T)P(\tau^{(m+1,\ldots,m+n)} \leq T)
\]
and letting $T \to \infty$ proves the desired result. \qed

With (\#) established the rest of the proof is like the proof of (1) in Section 2. If we let $a_n = \log P(\tau^{(1,\ldots,n)} < \infty)$, then (\#) becomes $a_{m+n} \geq a_m + a_n$ so (1) holds with
\[-\gamma_2(\lambda) = \sup_n \frac{1}{n} \log P(\tau^{(1,\ldots,n)} < \infty).
\]

It is fortunate for us that the argument above does not work when $\tau$ is replaced by $\hat{\tau}$, the extinction time of the process in the half-space, because then the last $=$ becomes $\leq$. Some information about $\hat{\tau}$ can, of course, be obtained from the last argument: If
\[-\beta_2(\lambda) = \liminf_{n \to \infty} \frac{1}{n} \log P(\hat{\tau}^{(1,\ldots,n)} < \infty),
\]
then $\beta_2(\lambda) \leq \gamma_2(\lambda)$ and it follows from the formula for $\gamma_2(\lambda)$ that $\beta_2(\lambda) < \infty$.

Fortunately for us, some things generalize in a straightforward way from the line to the half-space.

(2) If $\lambda > \lambda_c$, then
\[-\alpha_2(\lambda) = \limsup_{n \to \infty} \frac{1}{n} \log P(\hat{\tau}^{(1,\ldots,n)} < \infty) < 0.
\]

(3) If $\lambda > \lambda_c$, then there are constants $C, \delta \in (0, \infty)$ (independent of $A$) so that
\[P(t \leq \hat{\tau}^A < \infty) \leq Ce^{-\delta t}.
\]

The proofs given in Durrett (1984) on pages 1028–1029 and 1031–1032 for oriented percolation generalize easily to the present situation: All that is needed is that in oriented percolation there is percolation in a half-space when $p$ is close
to 1 and that this can be proved by the contour method in Section 10 of the paper cited.

At this point we have assembled all the ingredients and we can begin the proof of Theorem 2. We begin by observing that
\[ P(\hat{\tau}(1,\ldots,n) \leq n\theta) + P(n^\theta \leq \hat{\tau}(1,\ldots,n) < \infty) = P(\hat{\tau}(1,\ldots,n) < \infty) \]
d and \( P(n^\theta \leq \hat{\tau}(1,\ldots,n) < \infty) \leq C e^{-\delta n^\theta} \), where \( C,\delta \in (0,\infty) \) are independent of \( n \), so if \( \theta \) is large
\[ -\beta_2(\lambda) = \liminf_{n \to \infty} \frac{1}{n} \log P(\hat{\tau}(1,\ldots,n) \leq n\theta) \]
[recall \( \beta_2(\lambda) \) is defined by setting \( \theta = \infty \) in the right-hand side].

Comparing \( \sigma_N \) with a process which is reset to \( \{1,\ldots,N\} \) at times \( N\theta, 2N\theta, \ldots \)
gives
\[ P(\sigma_N > t) \leq P(\hat{\tau}(1,\ldots,N) > N\theta)^{[t/N\theta]} \]
where \([x]\) is the greatest integer \( \leq x \). If \( \varepsilon > 0 \) and \( N \) is large
\[ P(\hat{\tau}(1,\ldots,N) \leq N\theta) \geq \exp(-(1+\varepsilon)\beta_2(\lambda)N) \]
and hence
\[ P(\sigma_N > t) \leq (1 - \exp(-(1+\varepsilon)\beta_2(\lambda)N))^{[t/N\theta]} \]
If we let \( t = \exp((1+2\varepsilon)\beta_2(\lambda)N) \) and use the observation at the end of Section 2 we see that \( P(\sigma_N > \exp((1+2\varepsilon)\beta_2(\lambda)N)) \to 0 \), which proves the first half of Theorem 2. To prepare for a remark in Section 5 the reader should observe that the only property of the contact process used above is that it is a monotone or "attractive" process.

To prove the second half of Theorem 2 we let \( \hat{\ell}_t = \inf \{\hat{\xi}_t^{1,2,\ldots}\} \) and observe that the duality equation implies
\[ P(\hat{\ell}_t > n) = P(\hat{\tau}(1,\ldots,n) \leq t). \]
We want to estimate the probability that \( \hat{\ell}_s \) exceeds \( N/2 \) at some time \( \leq \exp((1-2\varepsilon)\alpha_2(\lambda)N/2) \). To do this we observe that
\[ E[\{s \leq t: \hat{\ell}_s > N/2\}] \leq t P(\hat{\tau}(1,\ldots,N/2) < \infty) \]
where \(|\{\cdots\}|\) denotes the Lebesgue measure of the indicated set. Setting \( t = \exp((1-2\varepsilon)\alpha_2(\lambda)N/2) \) we have for \( N \) sufficiently large
\[ E[\{s \leq \exp((1-2\varepsilon)\alpha_2(\lambda)N/2): \hat{\ell}_s > N/2\}] \leq \exp(-\varepsilon\alpha_2(\lambda)N/2) \]
To convert this into the bound we want, we consider the first time \( \hat{\ell}_t > N/2 \) and observe that with probability \( \geq e^{-\lambda} \), \( \hat{\ell}_t \) will remain \( > N/2 \) for at least 1 unit of time so
\[ P(\hat{\ell}_t > N/2 \text{ for some } t \leq e^{(1-2\varepsilon)\alpha_2(\lambda)N/2} - 1) \leq e^{-\alpha_2(\lambda)N/2}/e^{-\lambda} \]
A similar argument shows that if we consider the contact process on \( \{N, N-1,\ldots\} \), call it \( \hat{\xi}_t^N \), and let \( \hat{\tau}_t^N = \sup \{\hat{\xi}_t^{N,N-1,\ldots}\} \), then
\[ P(\hat{\tau}_t^N < N/2 \text{ for some } t < e^{(1-2\varepsilon)\alpha_2(\lambda)N/2} - 1) \leq e^{-\alpha_2(\lambda)N/2}/e^{-\lambda} \]
To combine this with the last inequality to give the desired lower bound on the exit time we let $\xi_t^N$ be the contact process on $\{1, \ldots, N\}$, let $l_t^N = \inf \xi_t^N$, let $r_t^N = \sup \xi_t^N$, and observe that on $\{l_s^N \leq \tilde{r}_s^N \text{ for all } s \leq t\}$ we have $l_t^N = \tilde{l}_t$, $r_t^N = \tilde{r}_t^N$ and

$$
\xi_t^N = [l_t^N, r_t^N] \cap \tilde{\xi}_t = [l_t^N, r_t^N] \cap \tilde{\xi}_t^N.
$$

[To prove this we check that while $\xi_t^N \neq \emptyset$ every transition preserves the last two equalities (see Durrett (1984), Section 3, for a detailed proof of a similar result.)] Combining the last observation with the inequalities above shows

$$
P(\sigma_N \leq \exp((1 - 2\varepsilon)N\alpha_2(\lambda)/2) - 1) \to 0
$$

and proves the second half of Theorem 2.

4. Equality of constants for the biased voter model. In this section we will show that if $\tilde{\xi}_t^{(1, \ldots, n)}$ is the biased voter model in $\{1, 2, \ldots\}$, then

$$
\lim_{n \to \infty} \frac{1}{n} \log P(\tau^{(1, \ldots, n)} < \infty) = -\log \lambda.
$$

The first step in doing this is to observe that if $L_t$ and $r_t^N$ are the processes defined in the introduction (observe that one is capital and the other lowercase), then a realization of the process on the half-line can be constructed as follows:

$$
\tilde{\xi}_t^{(1, \ldots, N)} = \{L_t, r_t^N\}, \quad t < \tilde{r}_N,
$$

$$
= \emptyset, \quad t \geq \tilde{r}_N,
$$

where $\tilde{r}_N = \inf\{t: r_t^N < L_t\} = \tilde{\tau}^{(1, \ldots, N)}$.

As we observed in the Introduction

$$
P(\tau^{(1, \ldots, N)} < \infty) = \left(\frac{1}{\lambda}\right)^N,
$$

and it is clear that

$$
P(\tilde{\tau}^{(1, \ldots, N)} < \infty) \geq P(\tau^{(1, \ldots, N)} < \infty),
$$

so it suffices to show

$$
\limsup_{N \to \infty} \frac{1}{N} P(\tilde{\tau}^{(1, \ldots, N)} < \infty) \leq -\log \lambda;
$$

i.e., we need upper bounds on the quantity in question.

Our first step is to prove:

(3) There is a constant $C$ such that

$$
P\left(\max_{s \leq t} L_s \geq k\right) \leq Ct\lambda^{-k},
$$

for all $t \geq 1$ and $k \geq 1$.  
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PROOF. Let $S_1, S_2, \ldots$ be the times at which $L_t$ returns to 1, i.e., we let $S_0 = 0$ and for $i \geq 1$,

$$U_i = \inf\{t > S_{i-1}: L_t = 2\}, \quad S_i = \inf\{t > U_i: L_t = 1\},$$

$$P\left(\max_{s \leq t} L_s \geq k\right) \leq \sum_{i=0}^{\infty} P\left(\max_{S_i \leq u \leq S_{i+1}} L_u \geq k, S_i \leq t\right)$$

$$= \sum_{i=0}^{\infty} P\left(\max_{S_i \leq u \leq S_{i+1}} L_u \geq k | S_i \leq t\right) P(S_i \leq t)$$

$$= \frac{\lambda^2 - \lambda}{\lambda^k - \lambda} \sum_{i=0}^{\infty} P(S_i \leq t)$$

$$\leq C\lambda^{-k}ET(t),$$

where $T(t) = 1 + \sup(i: S_i \leq t).$

To estimate $ET(t)$ we observe that $P(U_0 > 1) = e^{-1}$ so $P(S_{i+1} - S_i > 1) \geq e^{-1}$ and a simple argument [see, e.g., Chung (1974), page 136] shows $ET(t) < \infty$ for all $t$. Considering the time of the first return after $s$ and observing that $T(t)$ counts the return at time 0, shows that $ET(t) \geq E(T(s + t) - T(s))$ holds for all $s > 0$. Iterating the last relation with $t = 1$ gives

$$ET(t) \leq ([t] + 1)ET(1) \leq 2tET(1)$$

for $t \geq 1$ and we have proved (3). \(\square\)

(4) Let $r_t = r_t^N - N$. Then for all $a > 0$ there is an $\varepsilon(a) > 0$ such that

$$P(r_t - (\lambda - 1)t \leq -at) \leq e^{-\varepsilon(a)t}.$$  

PROOF. This type of large deviation estimate is old [see Feller (1971)] and should be well known but for completeness we sketch the very easy proof. Let $s_t = r_t - (\lambda - 1)t$. If $\theta < 0$, then

$$e^{-\theta s_t}P(s_t \leq -at) \leq E e^{\theta s_t} = \exp(\varphi(\theta)t),$$

where $\varphi(\theta)$ is a function with $\varphi'(0) = Es_1 = 0$. The last inequality implies

$$P(s_t \leq -at) \leq \exp((\varphi(\theta) + a\theta)t)$$

and [since $\varphi'(0) = 0, a > 0$] if we pick $\theta < 0$ small $\varphi(\theta) + a\theta < 0$. \(\square\)

Having assembled the necessary ingredients we are ready to do the

PROOF OF (1). As we remarked earlier it suffices to show

$$\lim_{N \to \infty} \frac{1}{N} \log P(\hat{t}^{(1, \ldots, N)} < \infty) \leq -\log \lambda.$$  

For this purpose let $\rho_N = \inf\{t: |\hat{t}^{(1, \ldots, N)}| = 1\}$, observe $\rho_N < \hat{t}^{(1, \ldots, N)}$, and recall how we constructed $\hat{t}^{(1, \ldots, N)}$ from two independent processes $L_t$ and $r_t^N$. To estimate $P(\rho_N < \infty)$ we will decompose the event according to the value of
\( \rho_N = t, \xi^{(1, \ldots, N)}(\rho_N) = \{k\}, \) and divide \( \{ (k, t) : k \in \mathbb{Z}^+, 0 \leq t < \infty \} \) into the four parts pictured in Figure 1. To simplify the notation we will let \( \{\kappa_N\} = \xi^{(1, \ldots, N)}(\rho_N) \).

\[
P(\rho_N < \infty) = \sum_{k=1}^{N} P(\kappa_N = k, \rho_N \leq N^2) + P(\kappa_N > N, \rho_N \leq N^2) \\
+ P(\kappa_N - N \leq (\rho_N - N^2)(\lambda - 1)/2, \rho_N > N^2) \\
+ P(\kappa_N - N > (\rho_N - N^2)(\lambda - 1)/2, \rho_N > N^2) \\
= \left( \sum_{k=1}^{N} I_k \right) + \text{II} + \text{III} + \text{IV}.
\]

The four terms above will be estimated in correspondingly numbered parts of the proof.

**PART I.** The gambler's ruin formula implies

\[
P\left( \min_{0 \leq t < \infty} r_t^N \leq k \right) = \left( \frac{1}{\lambda} \right)^{N-k}.
\]

Since \( L_t \) and \( r_t^N \) are independent processes

\[
I_k = P(L_t = k, r_t^N = k \text{ for some } t \leq N^2) \\
\leq P\left( \max_{0 \leq t \leq N^2} L_t \geq k, \min_{0 \leq t < \infty} r_t^N \leq k \right) \\
= P\left( \max_{0 \leq t \leq N^2} L_t \geq k \right) P\left( \min_{0 \leq t < \infty} r_t^N \leq k \right) \\
\leq CN^2 \lambda^{-k} \lambda^{-(N-k)} = CN^2 \lambda^{-N},
\]

by (3) and (5).
PART II. Using (3) again gives
\[ II = P(\kappa_N > N, \rho_N \leq N^2) \leq P\left( \max_{0 \leq t \leq N^2} L_t > N \right) \leq CN^2\lambda^{-N}. \]

PART III. Let \( T = \inf\{t > N^2: r_t^N - N \leq (t - N^2)(\lambda - 1)/2\} \). Then \( III \leq P(T < \infty) \). To estimate the last probability we begin as in Section 3 by estimating (here \( \int \) denotes Lebesgue measure)
\[ E\left[ \left\{ t: t \geq N^2, r_t^N - N \leq (t - N^2)(\lambda - 1)/2 \right\} \right] = \int_{N^2}^{\infty} P(r_t^N - N \leq (t - N^2)(\lambda - 1)/2) \, dt \]
\[ \leq \int_{N^2}^{\infty} P(r_t^N - N - (\lambda - 1)t \leq -(\lambda - 1)t/2) \, dt, \]
which by (4) is [here \( \delta = \epsilon(\lambda - 1/2) \)]
\[ \leq \int_{N^2}^{\infty} e^{-\delta t} \, dt = \delta^{-1}e^{-\delta N^2}. \]

To convert this into an estimate on \( P(T < \infty) \) we observe that with probability \( e^{-(\lambda + 1)} \) we have \( r_t^N = r_t^N \) for all \( t \in [T, T + 1] \) so
\[ P(T < \infty)e^{-(\lambda + 1)} \leq E\left[ \left\{ t: t \geq N^2, r_t^N - N \leq (t - N^2)(\lambda - 1)/2 \right\} \right]. \]

PART IV. Breaking things up according to the interval \([N^2 + k - 1, N^2 + k]\) in which \( \rho_N \) is, we get
\[ IV \leq P\left( \max_{0 \leq s \leq \rho_N} L_s \geq N + (\rho_N - N^2)\frac{\lambda - 1}{2}, \rho_N > N^2 \right) \]
\[ \leq \sum_{k=1}^{\infty} P\left( \max_{0 \leq s \leq N^2 + k} L_s \geq N + (k - 1)(\lambda - 1)/2 \right) \]
\[ \leq \sum_{k=1}^{\infty} C(N^2 + k)\lambda^{-(N + (k - 1)(\lambda - 1)/2)}, \]
by (3) and the observation that if \( L_s > x \), then \( L_s \geq \lfloor x \rfloor + 1 \). Summing the series gives
\[ IV \geq (CN^2 + C)\lambda^{-N} \]
(here and in what follows \( C \) is a constant whose value is unimportant and which will change from line to line).

PART V. Having estimated the four terms all that remains is to add up the estimates to conclude
\[ P(\rho_N < \infty) \leq \sum_{k=1}^{N} I_k + II + III + IV \]
\[ \leq CN^3\lambda^{-N} + CN^2\lambda^{-N} + e^{-(\lambda + 1)}\delta^{-1}e^{-\delta N^2} + (CN^2 + C)\lambda^{-N}, \]
so
\[
\limsup_{N \to \infty} \frac{1}{N} \log P(\rho_N < \infty) \leq -\log \lambda,
\]
and the proof of (1) is complete. \(\square\)

5. **Proof of Theorem 4.** In this section we will prove

**Theorem 4.** If \( \lambda > 1 \), then as \( N \to \infty \),
\[
\frac{1}{N} \log \sigma_N \to \log \lambda, \quad \text{in probability.}
\]

In the last section we showed
\[
\lim_{N \to \infty} \frac{1}{N} \log P(\hat{T}^{(1, \ldots, N)} < \infty) = -\log \lambda
\]
or in the notation of Theorem 2, \( \beta_\delta(\lambda) = -\log \lambda \), so repeating the proof of the first half of that result (which as we remarked in Section 3 is very general) shows that for all \( \varepsilon > 0 \),
\[
P\left( \frac{\log \sigma_N}{N} > \beta_\delta(\lambda) + \varepsilon \right) \to 0
\]
and all we have to show is
\[
(*) \quad P\left( \frac{\log \sigma_N}{N} < -(1 - \varepsilon)\log \lambda \right) \to 0.
\]

In the last section we showed [here the formula number indicates the result below was formula (3) in Section 4]:

(4.3) There is a constant \( C \) such that
\[
P\left( \max_{s \leq t} L_s = k \right) \leq Ct\lambda^{-k},
\]
for all \( t \geq 1 \) and \( k \geq 1 \).

The key to the proof of Theorem 4 is to improve the last result to:

(1) If \( K < \infty \) there are constants \( C, \delta \in (0, \infty) \) (which will depend upon \( K \)) so that if \( t \leq \exp(KN) \), then
\[
P\left( \max_{t-1 \leq s \leq t} L_s \geq k \right) \leq CN^2\lambda^{-k} + Ce^{-\delta N^2}.
\]

**Proof of (1).** Using the notation of Section 4, let \( S_1, S_2, \ldots \) be the times at which \( L_t \) returns to 1, i.e., we let \( S_0 = 0 \) and for \( i \geq 1 \),
\[
U_i = \inf\{ t > S_{i-1} : L_t = 2 \}, \quad S_i = \inf\{ t > U_i : L_t = 1 \}.
\]
The first step in our proof is to prove:

(2) There are constants \( C, \delta \in (0, \infty) \) so that

\[
P(S_1 > t) \leq Ce^{-\delta t}.
\]

**Proof.** Let \( V_1 = S_i - U_i \),

\[
P(S_i > t) \leq P(U_1 > t/2) + P(V_i > t/2).
\]

Since \( U_1 \) is a mean-one exponential

\[
P(U_1 > t/2) = e^{-t/2}.
\]

To estimate \( V_i \), observe that \( L_t = 2 \) for \( t = U_1 \) and for \( U_1 \leq t \leq S_1 \), \( L_t \) behaves like the unrestricted random walk \( I_t \), so

\[
P(V_i > t/2) = P(I_s \geq 2 \text{ for } s \leq t/2 | I_0 = 2)
\]

\[
\leq P(I_{t/2} - I_0 \geq 0)
\]

\[
\leq Ce^{-(\lambda - 1)t/2},
\]

by a trivial generalization of (4.4). Adding this to the first estimate proves (2).

We call the time intervals \([S_i, S_{i+1}]\), \( i \geq 0 \), excursion intervals and following the notation in the last section let \( T(t) \) = the number of excursions which start in \([0, t] \). The last result says there are not too many long intervals, the next says there are not too many short ones.

(3) There are constants \( C, \delta \in (0, \infty) \) so that for \( t \geq 1 \),

\[
P(T(t) > 3t) \leq Ce^{-\delta t}.
\]

**Proof.** Let \( X_i = S_i - S_{i-1} \). The \( X_i \) are i.i.d. with \( P(X_i > 1) \geq P(U_1 > 1) = e^{-1} \) and \( e < 3 \) so

\[
P(S_k \leq \frac{1}{3}k) \leq P(\{i \leq k: X_i > 1\} \leq \frac{1}{3}k) \leq Ce^{-tk},
\]

by the large deviations estimate used to prove (4.4). From the last inequality it follows that if \( t \) is an integer

\[
P(T(t) > 3t) = P(S_{3t} \leq t) \leq Ce^{-3\delta t},
\]

and then the result given above follows easily from this.

With our preliminary results on excursion intervals established we are ready to begin the proof of (1). The second term on the right-hand side comes from:

(4) The probability that some excursion starting in \([0, e^{K_N}]\) has length \( \geq N^2 \) is

\[
\leq P(T(e^{K_N}) \geq 3e^{K_N}) + 3e^{K_N}P(S_1 \geq N^2)
\]

\[
\leq Ce^{-\delta N^{\exp(K_N)}} + 3e^{K_N}Ce^{-\delta N^2}
\]

\[
\leq Ce^{-\delta N^2}
\]

(here as before and in what follows, \( C \) and \( \delta \) are positive finite constants whose values change from line to line).
The first term on the right-hand side of (1) (and another piece the same size as the second term) comes from:

\[
\max_{S_1 \leq s \leq S_{i+1}} L_s \geq k
\]
is

\[
\leq P(T(t) - T(t - N^2) \geq 3N^2) + 3N^2P\left(\max_{s \leq s \leq s_i} L_s \geq k\right)
\]
\[
\leq Ce^{-\delta N^2} + 3N^2(1/\lambda)^{k-2}
\]
[see the proof of (4.3) to bound the second term]. Adding (4) and (5) gives (1). \(\Box\)

With (1) established it is easy to prove Theorem 4. Pick \(K > \log \lambda\) and apply (1) to conclude that for \(t \leq \lambda N\),

\[
P\left(\max_{t-1 \leq s \leq t} L_s \geq k\right) \leq CN^2\lambda^{-k} + Ce^{-\delta N^2}
\]
and

\[
P\left(\min_{t-1 \leq s \leq t} R_s^N \leq j\right) \leq CN^2\lambda^{-(N-j)} + Ce^{-\delta N^2}.
\]
Let \(M = [2/\varepsilon] + 1\) and for \(0 \leq i \leq M\) let \(n_i = iN/M\). The \(n_i\) have \(n_i - n_{i-1} \leq \varepsilon N/2\) so recalling that in the Introduction we constructed the biased voter model on \(\{1, \ldots, N\}\) from independent companies of \(L_s\) and \(R_s^N\) gives

\[
P(\sigma_N \leq \lambda^{(1-\varepsilon)N}) \sum_{t=1}^{[\lambda^{(1-\varepsilon)N}]} \sum_{i=1}^{M} P\left(\max_{t-1 \leq s \leq t} L_s \geq n_{i-1}\right) P(\max_{t-1 \leq s \leq t} R_s^N \leq n_i)
\]
\[
\leq ([\lambda^{(1-\varepsilon)N}] + 1)M(C^{2N^4}\lambda^{-N(1-\varepsilon/2)} + 3Ce^{-\delta N^2}),
\]
where in the last line we have used the fact that \(CN^2\lambda^{-k}\) or \(Ce^{-\delta N^2} > 1\) we can always estimate the probability by 1. As \(N \to \infty\) the right-hand side \to 0 so we have proved \((*)\) and hence Theorem 4.

**Epilogue.** Since the completion of this paper the first author and Roberto Schonmann have been able to show that \(a_2(\lambda) = \beta'/\lambda\) and the factor of 2 in the upper bound in Theorem 2 can be removed. The keys to doing this are (i) finding the right definition of the constant which appears in the limit theorem:

\[
-\delta_2(\lambda) = \lim_{n} \frac{1}{n} - \log P(\sigma \cap \{1, \ldots, n\} < \infty),
\]
where eq is short for the nontrivial equilibrium state for the contact process, and (ii) the use of a new "planar graph" duality [inspired by a similar idea of Dhar, Barma and Phani (1981) for oriented percolation] in which connections in the contact process graphical representation are dual to the contours of Griffith
(1981), page 160. If we let
\[-\gamma_2(\lambda) = \lim_{n \to \infty} \frac{1}{n} \log P(\tau^{(1, \ldots, n)} < \infty),\]
then the duality mentioned above can be used to show that
\[\alpha_2(\lambda) = \beta_2(\lambda) = \delta_2(\lambda) = \gamma_2(\lambda)\]
and once this is done it is easy to prove the upper bound in Theorem 2 without
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