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Abstract. These are day-to-day lecture notes for the graduate topics course Math 690-40 High-dimensional Probability, given at Duke in the spring semester of 2024. They have not been prepared for publication – in particular the references are incomplete, minimal effort has been made to keep notation uniform across all lectures, and some sections are intended as supplements to course references rather than stand-alone references. I am grateful to the students taking the course for pointing out errors as we go along!

(From the course description:) This course aims to cover core topics in the theory of probability measures on high-dimensional Euclidean spaces as well as important applications. Topics will include the concentration of measure phenomenon, random matrices, suprema of random processes, hypercontractivity, entropy methods and Fourier analysis on the Boolean hypercube. We’ll illustrate the theory with applications to areas such as graph theory, combinatorial optimization, high-dimensional statistics and compressed sensing, and statistical physics. A prior course in measure-theoretic probability would be ideal background.

0. Preliminaries

0.1. General notation. We often write \([n]\) for the discrete interval \(\{1, \ldots, n\}\). The set of all \(k\)-sets (i.e. sets of size \(k\)) in a set \(S\) is denoted \(\binom{S}{k}\). For \(p \in [1, \infty]\) the \(\ell^p\) norms on \(\mathbb{R}^n\) and \(\mathbb{C}^n\) are denoted \(\|x\|_p := (|x_1|^p + \cdots + |x_n|^p)^{1/p}\). The Euclidean inner product (dot product) on \(\mathbb{C}^n\) is denoted \(\langle x, y \rangle = \overline{x_1} y_1 + \cdots + \overline{x_n} y_n\).

We use the notation \(|A|\) for the cardinality of a finite set \(A\). We also write \(|J|\) for the length of an interval \(J \subset \mathbb{R}\). There should be no confusion between these usages.

For a statement \(Q\) we write \(1_Q\) for the Boolean variable that is 1 if and only if \(Q\) is true. When \(Q\) depends in a measurable way on a point \(\omega\) in a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) we may denote the indicator variable \(1_Q := 1_Q\) for typographical convenience.

0.2. Asymptotic notation. We will often write \(C, c\) (and \(C_0, c'\) etc.) for finite, positive universal constants, whose value may change from line to line. \((C, C', C_0\) etc. are understood to be sufficiently large – i.e. the statement will remain true if one replaces \(C\) by any larger value – and \(c, c', c_0\) etc. are sufficiently small.) We may occasionally let these constants depend on a fixed parameter, and we’ll warn the reader when this is the case.

We’ll make use of the following standard asymptotic notation. For real quantities \(f, g\) that may depend on one or more parameters (such as the dimension \(n\) of a random vector or the variance \(\sigma^2\) of a fixed distribution) we write \(f = O(g)\) and \(f \lesssim g\) to mean that \(|f| \leq Cg\) for a sufficiently large universal constant \(C > 0\) – that is, \(C\) is independent of all parameters. (It follows that \(g\) is non-negative.) If we allow \(C\) to depend on one or more parameters \(q\) then we indicate this with a subscript, writing \(f = O_q(g), f \lesssim_q g\).

When \(f\) is positive, \(g = \Omega(f)\) and \(g \gtrsim f\) mean \(f \lesssim g\). We write \(f = \Theta(g)\) and \(f \asymp g\) to mean \(f \lesssim g \lesssim f\).

While there’s nothing asymptotic about the preceding notations per se, in practice they are used when one or more asymptotic parameters are present, e.g. when we are interested in the case that the dimension \(n\) of a random vector is large, and estimates \(f = O(g)\) will only
be interesting when \( n \) is sufficiently large depending on the implicit constants.\(^1\) For instance, an estimate
\[
\mathbb{P}(E) \lesssim \exp(-cn)
\] (0.1)
on the probability of an event \( E \) is only nontrivial for \( n \geq (\log C)/c \), where \( C \) is the implicit constant, since any probability is trivially bounded by 1.

**Exercise 0.1.** Suppose that for an event \( E \) depending on a positive integer parameter \( n \) we have an estimate
\[
\mathbb{P}(E) \lesssim \exp(-n/K)
\] (0.2)
for some finite \( K \). Show it follows that
\[
\mathbb{P}(E) \leq 2 \exp(-n/K')
\] (0.3)
for some \( K' \lesssim K \).

We occasionally make use of the (more explicitly) asymptotic notation \( o(\cdot), \omega(\cdot), \sim \). For real \( f \), non-negative \( g \), a real asymptotic parameter \( \varepsilon \) and \( \varepsilon_0 \in [-\infty, \infty] \), we write \( f = o_{\varepsilon \to \varepsilon_0}(g) \) to mean \( f/g \to 0 \) as \( \varepsilon \to \varepsilon_0 \) (and in particular that \( g \) is positive for all \( \varepsilon \) sufficiently close to \( \varepsilon_0 \)). We will tend to suppress the subscript \( \varepsilon \to \varepsilon_0 \) when it is clear from the context (e.g. when the dimension \( n \) is tending to \(+\infty\)). When \( f \) is positive we may write \( g = \omega_{\varepsilon \to \varepsilon_0}(f) \) to mean \( f = o_{\varepsilon \to \varepsilon_0}(g) \). We write \( f \sim_{\varepsilon \to \varepsilon_0} g \) to mean \( f/g \to 1 \) as \( \varepsilon \to \varepsilon_0 \). When the rate of convergence may depend on some other parameters \( q \) we write \( f = o_{\varepsilon \to \varepsilon_0; q}(g) \) (or \( f = o_q(g) \) when the asymptotic parameter is clear from the context), and \( g = \omega_q(f) \), \( f \sim_q g \) etc.\(^2\)

**Exercise 0.2.** Show that for positive real number \( a, b \) we have
\[
\max(a, b) \asymp a + b
\] (0.4)
and
\[
\min\{a, b\} \asymp \frac{a}{1 + \frac{a}{a}}.
\] (0.5)
In particular, \( \min\{a^2, a\} \asymp a^2/(1 + a) \).

As the reader will likely appreciate as we go through the course, the use of unspecified constants \( C, c \) and asymptotic notation \( O(\cdot) \) can save a lot of ink and make arguments much easier to read and remember. The notation may be uncomfortable at first, but mastering it trains one to keep in mind which error terms we’re really “fighting” and which parameter regimes we need to be careful of.

In short, our emphasis in this course will be on the fundamental ideas driving the basic results. While the pursuit of optimal explicit constants is both interesting and useful, it often introduces several extra details to the proofs that can distract from the fundamental ideas. For the sharp forms of some of the results we’ll cover you can consult the course references, such as [BLM13, Led01].

\(^1\)This point is perhaps worth clarifying since this notation is ubiquitous in the so-called non-asymptotic theory of random matrices, which will be partially covered in this course (for a nice survey see [RV10]). While many papers in that literature avoid the notation \( O(\cdot), \lesssim \) and instead use only unspecified constants \( C, c \) etc. this choice is purely stylistic (usually their values are not unreasonable and can be extracted from the proofs without much effort).

\(^2\)The notations \( o(\cdot), \omega(\cdot), \sim \) mirror the notations \( O(\cdot), \Omega(\cdot), \asymp \). It is tempting to analogously give meaning to the symbols \( \ll, \gg \) to mirror \( \lesssim, \gtrsim \), as is sometimes done in the literature, but we refrain from doing this to avoid confusion with their use in analytic number theory, where the Vinogradov notation \( \ll \) is synonymous with our definition of \( \lesssim \).
1. JAN 11: INTRODUCTION

Today we:

- See examples of the concentration of measure phenomenon on the high-dimensional sphere \( S^{d-1} \) and the discrete cube \( \{ -1, 1 \}^n \).
- Begin an application of concentration on the cube to prove the Johnson–Lindenstrauss lemma for dimension reduction of high-dimensional data.

1.1. Concentration on the sphere. Write \( B^d = \{ x \in \mathbb{R}^d : \| x \|_2 \leq 1 \} \) for the closed Euclidean unit ball in \( \mathbb{R}^d \), and \( S^{d-1} \) for its boundary. The ball of radius \( r \) is \( rB^d \), where we write \( rA = \{ ra : a \in A \} \) for the dilation of a set \( A \subset \mathbb{R}^d \) by \( r \). Let \( v_d(r) \) be the \( d \)-dimensional volume (Lebesgue measure) of \( rB^d \). Note that \( v_d(r) = v_d(1)r^d \). Let \( s_{d-1}(r) \) be the \( d-1 \)-dimensional surface measure of \( rS^{d-1} \) – that is,

\[
s_{d-1}(r) = \lim_{\varepsilon \downarrow 0} \frac{\text{vol}_d((r + \varepsilon)B^d) - \text{vol}_d(rB^d)}{\varepsilon} = v'_d(r) = dv_d(1)r^{d-1}. \tag{1.1}
\]

(You can check this and the following formulas for \( d = 2, 3 \).)

**Proposition 1.1** (Volume of Euclidean \( d \)-ball). We have \( s_{d-1}(1) = 2\pi^{d/2}/\Gamma(d/2) \) and \( v_d(1) = \frac{\pi d/2}{\Gamma(d/2)} \).

Recall the gamma function is given by \( \Gamma(\alpha) = \int_0^\infty y^{\alpha-1}e^{-y}dy \). By change of variable we have

\[
\Gamma(\alpha) = 2 \int_0^\infty e^{-r^2}r^{2\alpha-1}dr.
\]

which will be used in the proof.

**Proof of Proposition 1.1.** Recall that \( I := \int_{-\infty}^\infty e^{-x^2}dx = \sqrt{\pi} \). Indeed, by squaring and changing to polar coordinates we get

\[
I^2 = \int_{\mathbb{R}^2} e^{-x^2-y^2}dxdy = \int_{0}^{2\pi} \int_{0}^{\infty} e^{-r^2}rdrd\theta = \pi.
\]

Hence,

\[
\pi^{d/2} = I^d = \int_{\mathbb{R}^d} \exp(-x_1^2 - \cdots - x_d^2)dx_1 \cdots dx_d = s_{d-1}(1) \int_{0}^{\infty} e^{-r^2}r^{d-1}dr = \frac{1}{2} s_{d-1}(1)\Gamma(\frac{d}{2}).
\]

Rearranging yields the claimed formula for \( s_{d-1}(1) \) The formula for \( v_d(1) \) follows from this and (1.1). \( \square \)

From Stirling’s approximation for the gamma function we have

\[
v_d(1) \sim \frac{1}{\sqrt{\pi d}} \left( \frac{2\pi e}{d} \right)^{d/2}
\]

as \( d \to \infty \). To leading exponential order this is \( \exp(- (1 + o(1))\frac{1}{2}d \log d) \), which is very small compared to 1, the volume of the cube of side-length 1. This is a phenomenon not seen in dimensions 2 and 3, where the origin-centered cube of side-length 1 is entirely contained in the ball of radius 1. So in high dimensions, the cube “pokes through” the sphere in many...
places (it has 2\(d\) corners at distance \(\sqrt{d/2}\) from the origin) while the centers of its 2\(d\) faces are always at distance \(\frac{1}{2}\) from the origin. Apparently, most of its volume is out near the corners at scale \(\sqrt{d}\). (We’ll see quantitative versions of this later.)

Now we present a simple calculation that is our first example of the concentration of measure phenomenon in high dimensions.

**Proposition 1.2 (Measure of spherical caps).** Let \(\mu_d\) be the normalized surface measure on \(S^{d-1}\), thus \(\mu_d(S^{d-1}) = 1\). For any \(\varepsilon > 0\),

\[
\mu_d(\{x \in S^{d-1} : |x_1| > \varepsilon\}) \leq 2\exp(-c\varepsilon^2d) \tag{1.2}
\]

Or to put it probabilistically: if \(U = (U_1, \ldots, U_d) \sim \mu_d\) is a uniform random unit vector in \(\mathbb{R}^d\), then

\[
P(|U_1| > \varepsilon) \leq 2\exp(-c\varepsilon^2d) \quad \forall \varepsilon \geq 0 \tag{1.3}
\]

Thus, an \(\varepsilon\)-widening of the “equator” \(\{x \in S^{d-1} : x_1 = 0\}\) contains all but an exponentially small (in \(d\)) proportion of the surface measure! And 99% of the surface measure “concentrates” near the equator. But of course by symmetry, we have that the surface measure concentrates near any fixed equator!

Note this implies that the intersection of the \(\varepsilon\)-neighborhoods of \(k\) orthogonal equators still has measure at least \(1 - 2k\exp(-c\varepsilon^2d)\) (by the union bound), which is still very close to 1 when \(\varepsilon\) is fixed (at say \(\frac{1}{100}\)) and \(k\) is sub-exponential in \(d\). This is quite different from our low-dimensional experience, where the intersection of the \(\varepsilon\)-neighborhoods of two orthogonal equators on \(S^2\) – say “the” equator and the prime meridian – is an \(O(\varepsilon)\)-neighborhood of the north and south poles and thus has measure \(O(\varepsilon^2)\).

**Proof of Proposition 1.2.** We’ll use the probabilistic notation of (1.3). Clearly we may assume \(\varepsilon \leq 1\) since the left hand side of (1.3) is zero otherwise. Since the left hand side of (1.3) is trivially bounded by 1, by lowering the constant \(c\) on the right hand side we may assume

\[
\varepsilon \geq C/\sqrt{d} \tag{1.4}
\]

for any fixed constant \(C > 0\). We may similarly assume \(d\) is sufficiently large.

By considering a slice of the \(d-1\)-sphere at height \(y\) in the \(e_1\) direction, we see that the density \(f_{U_1}(y)\) for the distribution of \(U_1\) is

\[
\frac{s_{d-2}(\sqrt{1-y^2})}{s_{d-1}(1)} = \frac{s_{d-2}(1)}{s_{d-1}(1)}(1-y^2)^{(d-2)/2} \approx d^{1/2}(1-y^2)^{(d-2)/2} \tag{1.5}
\]

where the last estimate can be obtained from the formula from Proposition 1.1 (exercise).

By symmetry it suffices to show

\[
P(U_1 > \varepsilon) \leq \exp(-c\varepsilon^2d) \tag{1.6}
\]

for any \(\varepsilon \leq 1\) as in (1.4). Integrating the density of \(U_1\) gives

\[
P(U_1 > \varepsilon) \asymp \int_{\varepsilon}^{1} d^{1/2}(1-y^2)^{(d-2)/2}dy \leq d^{1/2}\varepsilon^{-1} \int_{\varepsilon}^{\infty} y \exp(-(\frac{d}{2} - 1)y^2)dy \lesssim \frac{1}{\varepsilon d^{1/2}} \exp(-(\frac{d}{2} - 1)\varepsilon^2)
\]
where in the second line we bounded $1 - y^2 \leq \exp(-y^2)$, extended the integral to $[\varepsilon, \infty]$, and inserted a factor $y/\varepsilon \geq 1$ in the integrand. Taking $C$ in (1.4) sufficiently large (and assuming $d \geq 3$) we obtain the desired bound (1.6). □

1.2. Concentration (and anti-concentration) on the discrete hypercube. Now consider the discrete hypercube $\{-1, 1\}^n$ in $\mathbb{R}^n$ with the normalized counting measure $\nu_n$ (we switch to $n$ for the dimension). (Much of what we’ll say extends with minor modification to the uniform measure on the solid cube $[-1, 1]^n$.) Consider a random vector $X = (X_1, \ldots, X_n) \in \{-1, 1\}^n$ with distribution $\nu_n$. Equivalently, $X_1, \ldots, X_n$ are iid Rademacher variables.

We denote the unit vector in the all-ones direction $v := \frac{1}{\sqrt{n}} (1, \ldots, 1) \in \mathbb{S}^{n-1}$. We consider the distribution of $\langle X, v \rangle$, the projection of $X$ to the all-ones direction.

From the law of large numbers we have $n^{-1/2} \langle X, v \rangle \to 0$ in probability as $n \to \infty$. Thus, while $\{-1, 1\}^n$ has diameter $2\sqrt{n}$ in the direction of $v$, most of the mass is within $o(\sqrt{n})$ of the hyperplane $H_v = \{x \in \mathbb{R}^d : \langle x, v \rangle = 0\}$.

Moreover, the central limit theorem tells us that $\langle X, v \rangle \overset{d}{\to} G$, where $G \sim N(0, 1)$ is a standard Gaussian variable. So most of the measure $\nu_n$ concentrates within distance $O(1) + o_{n \to \infty}(1)$ of $H_v$.

Remark 1.3 (An aside on anti-concentration and quantitative CLTs). The Berry–Esseen theorem gives a quantitative version of the CLT – in this setting it states that for any interval $J \subset \mathbb{R}$,

$$\mathbb{P}(\langle X, v \rangle \in J) = \mathbb{P}(G \in J) + O(n^{-1/2}).$$

(1.7)

Thus, the discrete random variable $\langle X, v \rangle$ is effectively smooth and Gaussian at scales much larger than $n^{-1/2}$.

As a preview, when we come to the topic of anti-concentration later in the course, we’ll see that (1.7) in fact holds with $v$ replaced by any suitably “generic” fixed $u \in \mathbb{S}^{n-1}$, and moreover, for most choices of $u$ we actually get an improved error of size $O_K(n^{-K})$ for any fixed $K \geq 1$. Note that some “genericity” assumption is necessary as (1.7) clearly fails if we replace $v$ with a standard basis vector.

Much of this course will explore how wide classes of random variables (generally functions of many independent variables) behave in some ways like Gaussians; in particular they display approximate versions of the following two nice properties of the Gaussian distribution:

(1) (Concentration). Gaussians have sub-Gaussian tails:

$$\mathbb{P}(|G| \geq t) \leq 2 \exp(-ct^2).$$

(2) (Anti-concentration). Gaussians have bounded density:

$$\mathbb{P}(G \in J) = O(|J|) \text{ for any interval } J \subset \mathbb{R}$$

where $|J|$ is the length (Lebesgue measure) of $J$.

---

*A Rademacher variable (or random sign) is a random variable that is uniform in $\{-1, 1\}$.  


Returning to the concentration of measure phenomenon for the measure space \((\{-1,1\}^n, \nu_n)\), a sharp quantitative form of the law of large numbers is provided by the following result (a special case of Hoeffding’s inequality):

**Theorem 1.4.** For any fixed unit vector \(u \in S^{n-1}\),
\[
\mathbb{P}(|\langle X, u \rangle| \geq t) \leq 2 \exp(-ct^2) \quad \forall t \geq 0.
\] (1.8)

Thus, 99% of the measure of the discrete cube (a set of diameter \(\Theta(\sqrt{n})\)) is contained within a \(O(1)\)-neighborhood of any fixed hyperplane through the origin.

We’ll see a proof of Theorem 1.4 next time. For the remainder of this first lecture we turn to an important application.

### 1.3. Application: dimension reduction for high-dimensional data.

Concentration of measure on the discrete hypercube can be used to establish the following:

**Theorem 1.5 (Johnson–Lindenstrauss lemma).** Let \(x_1, \ldots, x_m\) be fixed (deterministic) points in \(\mathbb{R}^N\). Let \(A\) be an \(N \times d\) matrix of iid Rademacher variables (equivalently, \(A\) is uniform random in the \(Nd\)-dimensional discrete cube \(\{-1,1\}^{N \times d}\)) and for each \(i \in [m]\) set
\[
y_i := \frac{1}{\sqrt{d}} A^T x_i.
\] (1.9)

For any \(\varepsilon \in (0,1)\), if
\[
d \geq C \varepsilon^{-2} \log m
\] (1.10)
then
\[
1 - \varepsilon \leq \frac{\|y_i - y_j\|^2}{\|x_i - x_j\|^2} \leq 1 + \varepsilon \quad \forall 1 \leq i < j \leq m
\] (1.11)
except with probability at most \(\exp(-c\varepsilon^2d)\).

**Remark 1.6.** Recall our convention from Section 0.2 – which will tend to go unmentioned in the sequel – that \(C, c > 0\) denote universal constants that are sufficiently large and small, respectively.

**Remark 1.7.** Perhaps the most surprising and useful features of Theorem 1.5 are that

1. \(N\) makes no appearance in (5.4), (5.5) and the probability bound;
2. the reduced dimension \(d\) can be as small as logarithmic in \(m\);
3. one can achieve these with a simple linear transformation, and moreover with almost any sign matrix!⁴

The key fact for the proof of Theorem 1.5 is the following concentration of measure bound for the norm of the image of a fixed vector under \(A^T\).

**Lemma 1.8.** For any fixed \(u \in S^{N-1}\) and \(\varepsilon \in (0,1)\),
\[
\mathbb{P}\left(\left|\frac{1}{d}\|A^Tu\|^2 - 1\right| \geq \varepsilon\right) \leq 2 \exp(-c\varepsilon^2d).
\] (1.12)

⁴We’ll later see that the same holds for a much wider class of random matrices.
We’ll prove Lemma 1.8 next time. For now we just note that the mapping $d^{-1/2}A^T$ does preserve squared $\ell_2$-norms in expectation: denoting the columns of $A$ by $A_1, \ldots, A_d \in \{-1, 1\}^N$, we have

$$
\mathbb{E}\|A^T u\|_2^2 = \sum_{j=1}^d \langle A_j, u \rangle^2 = \sum_{j=1}^d \sum_{k,\ell=1}^N A_{k,j} A_{\ell,j} u_k u_j = \sum_{j=1}^d \|u\|_2^2 = d
$$

so (1.12) indeed provides concentration of $\|A^T u\|_2^2$ about its expectation.

2. JAN 18: EXPONENTIAL MOMENTS AND SUB-GAUSSIAN DISTRIBUTIONS

• We conclude our first proof of Theorem 1.5.
• Along the way we state and proof Hoeffding’s inequality, as well as an extension to sums of sub-exponential random variables.
• We define the classes of sub-Gaussian and sub-exponential random variables and state some equivalent characterizations.

2.1. Dimension reduction (continued). We begin by using Lemma 1.8 to conclude the

Proof of Theorem 1.5. Without loss of generality we may assume all of the points $x_i$ are distinct. Denote the $\binom{m}{2}$ “bad" events

$$
B_{ij} := \left\{ \left| \frac{\|y_i - y_j\|_2^2}{\|x_i - x_j\|_2} - 1 \right| > \varepsilon \right\}, \quad 1 \leq i < j \leq m.
$$

For fixed $i < j$, applying Lemma 1.8 with $u = (x_i - x_j)/\|x_i - x_j\|_2$ gives

$$
\mathbb{P}(B_{ij}) = \mathbb{P}\left( \left| \frac{1}{d\|A^T u\|_2} - 1 \right| > \varepsilon \right) \leq 2 \exp(-c\varepsilon^2 d).
$$

We can then apply the union bound to conclude

$$
\mathbb{P}((5.5) \text{ fails}) = \mathbb{P}\left( \bigcup_{1 \leq i < j \leq m} B_{ij} \right) \\
\leq \sum_{1 \leq i < j \leq m} \mathbb{P}(B_{ij}) \leq m^2 \exp(-c\varepsilon^2 d) \leq \exp(-\frac{1}{2}c\varepsilon^2 d)
$$

where in the final bound we took the constant $C$ in (5.4) sufficiently large. □

2.2. Hoeffding’s inequality. We have the following generalization of Theorem 1.4.

Theorem 2.1 (Hoeffding’s inequality). Let $X_1, \ldots, X_n$ be independent random variables with $X_i \in [a_i, b_i]$ a.s. for each $i$, and set $S_n := X_1 + \cdots + X_n$. Then

$$
\mathbb{P}(|S_n - \mathbb{E}S_n| \geq t) \leq 2 \exp(-ct^2/B^2) \quad \forall t \geq 0
$$

where $B^2 := \sum_{i=1}^n (b_i - a_i)^2$.

Proof. Since $S_n - \mathbb{E}S_n = \sum_{i=1}^n X_i - \mathbb{E}X_i$, by replacing $X_i$ with $X_i - \mathbb{E}X_i$ we may assume without loss of generality that $\mathbb{E}X_i = 0$ for each $i$, and in particular $\mathbb{E}S_n = 0$. By symmetry, it suffices to show

$$
\mathbb{P}(S_n \geq t) \leq \exp(-ct^2/B^2) \quad \forall t \geq 0.
$$
From the pointwise bound $1_{x \geq 0} \leq e^x$ for $x \in \mathbb{R}$, we have
\[
P(S_n \geq t) = E 1_{S_n-t \geq 0} = E \exp(\lambda(S_n-t)) = \exp(-\lambda t) E \exp(\lambda S_n)
\] (2.3)
for any $\lambda > 0$. Letting $\lambda > 0$ to be chosen later, we thus seek a bound on the moment generating function $E \exp(\lambda S_n)$. By independence,
\[
E \exp(\lambda S_n) = \prod_{i=1}^{n} E \exp(\lambda X_i).
\]
Now for arbitrary $i \in [n]$, we claim
\[
E \exp(\lambda X_i) = \exp(O(\lambda^2 (b_i-a_i)^2)).
\] (2.4)
Indeed,
\[
E \exp(\lambda X_i) = E [1 + \lambda X_i + \frac{\lambda^2 X_i^2}{2!} + \cdots] \\
= 1 + \sum_{k \geq 2} \frac{\lambda^k X_i^k}{k!} \\
\leq 1 + \sum_{k \geq 2} \frac{\lambda^k (b_i-a_i)^k}{k!} \\
= \exp(\lambda (b_i-a_i)) - \lambda (b_i-a_i)
\]
who in the second line we used the assumption that $E X_i = 0$. The bound (2.4) now follows from the pointwise bound $e^x \leq x + e^{C x^2}$ for $x \in \mathbb{R}$. Substituting (2.4) into the product we obtain
\[
E \exp(\lambda S_n) = \exp(O(\lambda^2 B^2)).
\] (2.5)
combining with (2.3) we get
\[
P(S_n \geq t) \leq \exp(-\lambda t + C \lambda^2 B^2).
\]
Finally, choosing $\lambda = t/(2 CB^2)$ yields (2.2) to complete the proof. \hfill \Box

2.3. Dimension reduction (part 3). We turn to the proof of Lemma 1.8. We’ll actually see two different proofs (one may wait until next time). Our first proof makes use of Theorem 1.4. Setting $Z_j := \langle A_j, u \rangle$, we want to show that
\[
\| A^T u \|^2 = \sum_{j=1}^{d} Z_j^2
\] (2.6)
concentrates around its expectation of $d$ (as shown in (1.13)). We note that $\| A^T u \|^2$ is a sum of iid random variables, so it is reasonable to expect something like Hoeffding’s inequality to give this. However, even the general version of Theorem 2.1 would only be effective if the variables $Z_j^2$ were bounded uniformly in $n$.

Theorem 1.4 does tell us that each $Z_j$ has a light tail. Indeed, $A_j$ is a length-$N$ Rademacher vector, so
\[
P(|Z_j| \geq t) \leq 2 \exp(-ct^2) \ \forall t \geq 0.
\]
This means that $Z_j^2$ has a sub-exponential tail:
\[
P(Z_j^2 \geq t) \leq 2 \exp(-ct) \ \forall t \geq 0.
\] (2.7)
Lemma 2.2. Let $Y_1, \ldots, Y_n$ be independent, centered variables with sub-exponential tails, in the sense that
\[
P(|Y_i| \geq t) \leq 2 \exp\left(-\frac{t}{K}\right) \quad \forall t \geq 0, \forall i \in [n]
\] (2.8)
for some finite $K$. Setting $S_n := \sum_{i=1}^n Y_i$, we have
\[
P(|S_n| \geq Ksn) \leq 2 \exp\left(-\frac{cs^2}{1+s}\right) \quad \forall s \geq 0.
\] (2.9)

Before proving the lemma we conclude the Proof of Lemma 1.8.

Proof of Lemma 1.8. With $Z_j = \langle A_j, u \rangle$ as above, denote the centered variables $Y_j := Z_j^2 - 1$. From (2.7) and lowering $c$ we have
\[
P(|Y_j| \geq t) \leq 2 \exp\left(-ct\right) \quad \forall t \geq 0, \forall j \in [d].
\] (2.10)
We may hence apply Lemma 2.2, with $n = d$, $S_d = \sum_{i=1}^d Y_i = \|A^T u\|_2^2 - d$, $K = O(1)$, and $s = c\varepsilon$ for a sufficiently small constant $c > 0$ to obtain
\[
P(|\|A^T u\|_2^2 - d| \geq \varepsilon d) \leq 2 \exp(-c\varepsilon^2 d)
\]
as desired. □

Proof of Lemma 2.2. By replacing $Y_i$ with $Y_i/K$ we may assume $K = 1$.

As in the proof of Theorem 2.1 we proceed by bounding the moment generating function of $S_n$. We claim
\[
\mathbb{E}\exp(\lambda S_n) = \exp(O(\lambda^2 n))
\] (2.11)
if $\lambda \in (0, c_0)$ for a sufficiently small universal constant $c_0 > 0$. From this the lemma follows by similar lines as in the proof of Theorem 2.1 (exercise!).

By independence, to prove (2.11) it suffices to show
\[
\mathbb{E}\exp(\lambda Y_i) = \exp(O(\lambda^2))
\] (2.12)
for each $i \in [n]$ and all $\lambda \in (0, c_0)$. To that end, we expand
\[
\mathbb{E}\exp(\lambda Y_i) = \mathbb{E}\left(1 + \lambda Y_i + \sum_{k \geq 2} \frac{\lambda^k Y_i^k}{k!}\right)
\]
\[
= 1 + \mathbb{E} \sum_{k \geq 2} \frac{\lambda^k Y_i^k}{k!}
\]
\[
\leq 1 + \sum_{k \geq 2} \frac{\lambda^k \mathbb{E}|Y_i|^k}{k!}
\]
where in the second line we used the assumption that the $Y_i$ are centered. Using the tail assumption (2.8) we can bound the absolute moments as follows:
\[
\mathbb{E}|Y_i|^k = O(k!)
\] (2.13)
for all $k \in \mathbb{N}$ (exercise!). Substituting this in the previous line gives
\[
\mathbb{E}\exp(\lambda Y_i) \leq 1 + \sum_{k \geq 2} O(\lambda)^k = 1 + O(\lambda^2) = \exp(O(\lambda^2))
\] (2.14)
taking $c_0$ sufficiently small so that the geometric series converges. This gives (2.12) to conclude the proof. □
Exercise 2.1. Fill in the steps marked (exercise!) in the above proof. Note we could just as well write \( \min\{s^2, s\} \) in place of \( s^2/(1 + s) \) in the exponential in (2.9) (recall (0.5)).

In (2.9) we see a tail of a different shape – often called a “Bernstein-type tail” – than the sub-Gaussian tail \( \exp(-cs^2n) \) from Hoeffding’s inequality. In particular, for smaller deviations with \( s \lesssim 1 \) (2.9) gives
\[
P(|S_n| \geq Ksn) \leq 2 \exp(-cs^2n) \tag{2.15}
\]
while for larger deviations with \( s \gtrsim 1 \),
\[
P(|S_n| \geq Ksn) \leq 2 \exp(-csn) \tag{2.16}
\]
(up to modification of the constant \( c \)). If the \( Y_i \) were bounded rather than just sub-exponential then Theorem 2.1 would give the Gaussian tail (2.15) for all \( s \geq 0 \). However, the exponential tail of (2.16) is necessary for \( s \gtrsim 1 \), as shown in the following:

Exercise 2.2. Show that the bound (2.16) is sharp for \( s \gtrsim 1 \) (up to modifying the universal constant \( c > 0 \)) for any \( n \), by considering the case that the \( Y_i \) are iid centered exponential random variables (with density proportional to \( \exp(-|y|) \), say). (Hint: note for instance that the left hand side in (2.16) is bounded below by the probability of the event that \( Y_1 \approx 2Ksn \) and \( \sum_{i=2}^{n} Y_i = O(K\sqrt{n}) \).)

Bernstein-type tails also commonly arise for sums of bounded random variables for which the variance is much smaller than the \( L^\infty \)-norm, such as Bernoulli(\( p \)) variables with \( p \) very small.

Theorem 2.3. Let \( X_1, \ldots, X_n \) be independent real random variables with \( \text{Var}(X_i) \leq \sigma_i^2 \) and \( |X_i| \leq b \) a.s. for each \( i \). Then with \( S_n = X_1 + \cdots + X_n \),
\[
P(|S_n - ES_n| \geq t) \leq 2 \exp(-ct^2/\sigma^2 + bt) \quad \forall t \geq 0 \tag{2.17}
\]
where \( \sigma^2 := \sum_{i=1}^{n} \sigma_i^2 \).

Exercise 2.3. Prove Theorem 2.3. (Hint: after centering the variables \( X_i \) and normalizing \( b \) to be 1, follow the general approach of the proofs of Theorem 2.1 and Lemma 2.2, but in place of (2.4) and (2.12) prove the bound
\[
\mathbb{E}\exp(\lambda X_i) = \exp(O(\lambda^2 \sigma_i^2)) \quad \forall \lambda \in [0, 1]. \tag{2.18}
\]

2.4. Sub-Gaussian and sub-exponential distributions. Since many of our objectives in this first part of the course will be to show that various random variables have sub-Gaussian tails, it will be useful to formalize this property in a definition and establish some equivalent properties.

Definition 2.4 (Sub-Gaussian variable). For a constant \( K > 0 \), we say that a real-valued random variable \( X \) is \( K \)-sub-Gaussian if
\[
\mathbb{E}\exp(X^2/K^2) \leq 2. \tag{2.19}
\]
The best constant \( K \) is called the \( \psi_2 \)-norm of \( X \):
\[
\|X\|_{\psi_2} := \inf\{K > 0 : \mathbb{E}\exp(X^2/K^2) \leq 2\}. \tag{2.20}
\]
More generally, we say that a random vector $X \in \mathbb{R}^d$ is $K$-sub-Gaussian if $\langle X, u \rangle$ is $K$-sub-Gaussian for every fixed unit vector $u \in \mathbb{S}^{d-1}$. If $X$ is $K$-sub-Gaussian for some finite $K$ then we may simply say that $X$ is sub-Gaussian.

**Exercise 2.4.** Show that $\| \cdot \|_{\psi_2}$ indeed defines a norm on the space of sub-Gaussian random variables.

An immediate consequence of (2.28) and Markov’s inequality is that $X$ has sub-Gaussian tails:

$$
\mathbb{P}(|X| \geq t) \leq 2 \exp(-t^2/K^2) \quad t \geq 0.
$$

(2.21)

In fact the reverse implication holds (up to modification of $K$ by a universal constant factor). These as well as a couple of other useful equivalent properties are summarized in the following:

**Proposition 2.5 (Equivalent characterizations of sub-Gaussian variables).** Let $X$ be a real-valued random variable. The following are equivalent, in the sense that if property (i) holds, then property (j) also holds with $K_j = O(K_i)$ (all constants $K_i$ are assumed to be positive and finite).

1. $X$ is $K_1$-sub-Gaussian:
   $$
   \mathbb{E} \exp(X^2/K_1^2) \leq 2.
   $$
   (2.22)

2. $X$ has sub-Gaussian tails:
   $$
   \mathbb{P}(|X| \geq t) \leq 2 \exp(-t^2/K_2^2) \quad \forall t \geq 0.
   $$
   (2.23)

3. $X$ has sub-Gaussian $L^p$-norms:
   $$
   \|X\|_p = (\mathbb{E}|X|^p)^{1/p} \leq K_3 \sqrt{p} \quad \forall p \geq 1.
   $$
   (2.24)

Moreover, if $\mathbb{E}X = 0$, then the above properties are equivalent to the following (with $K_i \asymp K_4$ for $i = 1, 2, 3$):

4. $X$ has sub-Gaussian moment generating function:
   $$
   \mathbb{E} \exp(\lambda X) \leq \exp(K_4^2 \lambda^2) \quad \forall \lambda \in \mathbb{R}.
   $$
   (2.25)

**Proof.** See [Ver18, §2.5.1]. (Many of the arguments there were already used in the proofs of Theorem 2.1 and Lemma 2.2.)

Of course, Gaussians are examples of sub-Gaussian random variables, as are bounded random variables – indeed, you can check that

$$
\|X\|_{\psi_2} \lesssim \|X\|_{L^\infty}.
$$

(2.26)

Theorem 1.4 states that for uniform random $X \in \{-1, 1\}^n$ and fixed $u \in \mathbb{S}^{n-1}$, $\langle X, u \rangle$ is $O(1)$-sub-Gaussian. From this one sees that if $Y \sim \text{Bin}(n, 1/2)$ then $Y - \mathbb{E}Y$ is $O(\sqrt{n})$-sub-Gaussian.

Using (2.5) we can prove the following generalization of Theorem 2.1 with a short argument.

**Theorem 2.6 (Hoeffding’s inequality for sub-Gaussian variables).** Let $X_1, \ldots, X_n$ be independent random variables such that for each $i \in [n]$, $X_i - \mathbb{E}X_i$ is $K_i$-sub-Gaussian, and let $S_n = X_1 + \cdots + X_n$. Then $S_n - \mathbb{E}S_n$ is $O(K)$-sub-Gaussian, where $K := (\sum_{i=1}^n K_i^2)^{1/2}$. 


Indeed, Theorem 2.1 follows from Theorem 2.6 and (2.26).

We can equivalently state Hoeffding’s inequality in terms of the sub-Gaussian norm as

$$X_1, \ldots, X_n \text{ independent } \implies \left\| \sum_{i=1}^{n} X_i \right\|_{\psi_2}^2 \lesssim \sum_{i=1}^{n} \left\| X_i \right\|_{\psi_2}^2.$$  \hspace{1cm} (2.27)

**Proof of Theorem 2.6.** Since $S_n - \mathbb{E}S_n = \sum_{i=1}^{n} X_i - \mathbb{E}X_i$ it suffices to establish the claim under the assumption that $\mathbb{E}X_i = 0$ for each $i$. For arbitrary $\lambda \in \mathbb{R}$, by the characterization (4) of sub-Gaussian variables in Proposition 2.5 we have $\mathbb{E}\exp(\lambda X_i) = \exp(O(K_i^2 \lambda^2))$ for each $i$, and by independence,

$$\mathbb{E}\exp(\lambda S_n) = \prod_{i=1}^{n} \mathbb{E}\exp(\lambda X_i) = \prod_{i=1}^{n} \exp(O(K_i^2 \lambda^2)) = \exp(O(K^2 \lambda^2)).$$

The claim now follows by another application of Proposition 2.5(4). \hfill \Box

In the proof of Theorem 1.5 we encountered variables satisfying the following weaker tail hypothesis.

**Definition 2.7** (Sub-exponential variable). For a constant $K > 0$, we say that a real-valued random variable $X$ is $K$-sub-exponential if

$$\mathbb{E}\exp(|X|/K) \leq 2.$$  \hspace{1cm} (2.28)

The best constant $K$ is called the $\psi_1$-norm of $X$:

$$\|X\|_{\psi_1} := \inf\{K > 0 : \mathbb{E}\exp(|X|/K) \leq 2\}.$$  \hspace{1cm} (2.29)

More generally, we say that a random vector $X \in \mathbb{R}^d$ is $K$-sub-exponential if $\langle X, u \rangle$ is $K$-sub-exponential for every fixed unit vector $u \in \mathbb{S}^{d-1}$. If $X$ is $K$-sub-exponential for some finite $K$ then we may simply say that $X$ is sub-exponential.

**Proposition 2.8** (Equivalent characterizations of sub-exponential variables). Let $X$ be a real-valued random variable. The following are equivalent, in the sense that if property $(i)$ holds, then property $(j)$ also holds with $K_j = O(K_i)$.

1. $X$ has a finite absolute exponential moment: for some $K_1 \in (0, \infty)$,

$$\mathbb{E}\exp(|X|/K_1) \leq 2.$$  \hspace{1cm} (2.30)

2. $X$ has sub-exponential tails: for some $K_2 \in (0, \infty)$,

$$\mathbb{P}(|X| \geq t) \leq 2 \exp(-t/K_2) \quad \forall t \geq 0.$$  \hspace{1cm} (2.31)

3. $X$ has sub-exponential $L^p$-norms: for some $K_3 \in (0, \infty)$,

$$\|X\|_p = (\mathbb{E}|X|^p)^{1/p} \leq K_3 p \quad \forall p \geq 1.$$  \hspace{1cm} (2.32)

Moreover, if $\mathbb{E}X = 0$, then the above properties are equivalent to the following (with $K_i \asymp K_4$ for $i = 1, 2, 3$):

4. $X$ has sub-exponential moment generating function: for some $K_4 \in (0, \infty)$,

$$\mathbb{E}\exp(\lambda X) \leq \exp(K_4^2 \lambda^2) \quad \forall \lambda \in [-K_4^{-1}, K_4^{-1}].$$  \hspace{1cm} (2.33)

**Proof.** Exercise. \hfill \Box
3. Jan 23: Concentration from the martingale method

- We state and prove the Azuma–Hoeffding inequality
- We state and prove an important consequence – McDiarmid’s inequality – showing concentration for general functions on product probability spaces that are Lipschitz with respect to the Hamming metric.
- We see a few applications.

3.1. The Azuma–Hoeffding inequality. Many random variables of interest cannot be decomposed as sums of independent random variables as in Theorem 2.1. However, a wide range of applications is opened up with the realization that the proof of Theorem 2.1 applies with minor modification to martingale sequences.

The basic idea is as follows: Suppose we have a random variable $Z = F(X_1, \ldots, X_n)$ that is a function of a large number $n$ of random variables (not necessarily independent). A priori our best guess of the value of $Z$ is $\mathbb{E}Z$. We then consider “revealing” (or “exposing”) the values of each $X_i$ in turn. At stage $i$ our best guess of $Z$ is given by the conditional expectation $\mathbb{E}(F(X_1, \ldots, X_n)|X_1, \ldots, X_i)$. If we can show that at each step, the outcome for $X_i$ cannot affect the conditional expectation very much, it will follow from Theorem 3.1 below that $Z$ is concentrated. One should keep in mind the special case $Z = S_n = X_1 + \cdots + X_n$ of the sum of independent centered bounded variables, which was already covered by Theorem 2.1 – in this case, $X_i$ can only affect the full sum by $|X_i|_{L\infty} \leq |b_i - a_i|$.

We formalize the general idea of “revealing” bits of information one at a time using a (finite) filtration of the probability space. Let $\{\emptyset, \Omega\} = \mathcal{F}_0 \subset \mathcal{F}_1 \subset \cdots \subset \mathcal{F}_n = \mathcal{F}$ be a finite filtration of a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Recall that a sequence $Y_0, Y_1, \ldots, Y_n \in L^1(\Omega, \mathcal{F})$ is a martingale with respect to the filtration if $Y_i \in L^1(\Omega, \mathcal{F}_i)$ and $\mathbb{E}(Y_i|\mathcal{F}_{i-1}) = Y_{i-1}$ for each $1 \leq i \leq n$. (Thus $Y_0 = \mathbb{E}Y_1$ for all $1 \leq i \leq n$.) The sequences of differences $X_i := Y_i - Y_{i-1}$ is called a martingale difference sequence. Note that $\mathbb{E}(X_i|\mathcal{F}_{i-1}) = 0$ (in particular $\mathbb{E}X_i = 0$) for all $1 \leq i \leq n$.

A special case is if $Y_n - \mathbb{E}Y_n$ is the sum $S_n$ of independent centered random variables $X_1, \ldots, X_n$, where the filtration is the one generated by the sequence: $\mathcal{F}_i := \sigma(X_1, \ldots, X_i)$ (if you haven’t seen martingales before then it would be instructive to verify this).

**Theorem 3.1** (Azuma–Hoeffding inequality). Let $X_1, \ldots, X_n$ be a martingale difference sequence on a filtered probability space as above, and assume $|X_i| \leq b_i$ a.s. for all $i \in [n]$. Then with $B := (\sum_{i=1}^n b_i^2)^{1/2}$, we have that $Y_n - \mathbb{E}Y_n$ is $O(B)$-sub-Gaussian.

**Proof.** The proof largely follows that of Theorem 2.1. We may assume $\mathbb{E}S_n = 0$. To bound the moment generating function we now write

$$\mathbb{E}\exp(\lambda S_n) = \mathbb{E}\exp(\lambda S_{n-1} + \lambda X_n) = \mathbb{E}\exp(\lambda S_{n-1})\mathbb{E}(\exp(\lambda X_n)|\mathcal{F}_{n-1}).$$

Now we can bound the inner expectation

$$\mathbb{E}(\exp(\lambda X_n)|\mathcal{F}_{n-1}) = \exp(O(\lambda^2 b_n^2))$$

in the same way we established (2.4), and hence

$$\mathbb{E}\exp(\lambda S_n) = \exp(O(\lambda^2 b_n^2))\mathbb{E}\exp(\lambda S_{n-1}).$$

---

*A standard graduate course on probability mostly focuses on the case of infinite filtrations $\mathcal{F}_0 \subset \mathcal{F}_1 \subset \cdots$ and convergence properties of martingales, but such questions are largely irrelevant for our aims of getting quantitative, non-asymptotic bounds.*
Iterating, we obtain
\[ \mathbb{E} \exp(\lambda S_n) = \exp(O(\lambda^2 B^2)) \]
and the proof concludes as in the proof of Theorem 2.1. □

3.2. **Concentration for Hamming-Lipschitz functions.** The general concentration of measure (CoM) phenomenon is often stated informally as follows:

*Lipschitz functions of a large number of independent (or approximately independent) random variables are typically very close to their expectation.* (CoM)

This phenomenon holds for a wide variety of metric spaces that are “high-dimensional” in some sense, such as high-dimensional spheres \( S^{d-1} \) with the geodesic distance (or more generally, positively curved manifolds – see the appendix of [MS86]), and high-dimensional product spaces. For the case of product spaces, the choice of metric is important. In this section we use Azuma’s inequality to give a version of (CoM) for product spaces equipped with the *Hamming metric* (or more generally a weighted Hamming metric) known as McDiarmid’s inequality. Next lecture we’ll see another powerful version of (CoM) on product spaces with the Euclidean metric.

We’ll deduce McDiarmid’s inequality from Theorem 3.1. For random \( X \) in a metric space \((\mathcal{X}, d)\) and a function \( F : \mathcal{X} \to \mathbb{R} \), in order to show \( F(X) \) is close to its expectation with high probability, one aims to find a filtration under which the Doob martingale \( Y_i := \mathbb{E}(F(X) | \mathcal{F}_i) \) has bounded differences, and then from Theorem 3.1 it follows that \( Y_n - \mathbb{E} Y_n = F(X) - \mathbb{E} F(X) \) is \( O(B) \)-sub-Gaussian.

We put this in a general framework. Given metric spaces \((\mathcal{X}_1, d_1), \ldots, (\mathcal{X}_n, d_n)\), we endow the product space \( \mathcal{X} = \mathcal{X}_1 \times \cdots \times \mathcal{X}_n \) with the *Hamming metric*
\[
d_H(x, y) := \sum_{i=1}^{n} 1_{x_i \neq y_i} \tag{3.2}
\]
or more generally, a *weighted Hamming metric*
\[
d_{H,b}(x, y) := \sum_{i=1}^{n} b_i 1_{x_i \neq y_i} \tag{3.3}
\]
for given positive weights \( b_1, \ldots, b_n \). (So far we are ignoring the metrics \( d_i \) on each factor, but we include these so that we can talk about random elements \( X_i \in \mathcal{X}_i \), i.e. measurable functions from \((\Omega, \mathcal{F})\) to \( \mathcal{X}_i \) equipped with the Borel \( \sigma \)-algebra induced by the metric \( d_i \). In many of the cases we’ll consider \( \mathcal{X}_i \) will be finite sets and the metrics \( d_i \) are unimportant.)

Note that a function \( F : \mathcal{X} \to \mathbb{R} \) is 1-Lipschitz with respect to \( d_{H,b} \) if \( F(x) \) can change by at most \( b_i \) when all but the \( i \)th coordinate of \( x \) is held fixed and \( x_i \) is allowed to vary. As a consequence of Theorem 3.1 we have the following:

**Theorem 3.2** (McDiarmid’s inequality). In the above setup, let \( F : \mathcal{X} \to \mathbb{R} \) be 1-Lipschitz with respect to \( d_{H,b} \) for some weight vector \( b = (b_1, \ldots, b_n) \), and let \( X = (X_1, \ldots, X_n) \in \mathcal{X} \) be a random element with independent components. Then with \( B := (\sum_{i=1}^{n} b_i^2)^{1/2} \), we have that \( F(X) - \mathbb{E} F(X) \) is \( O(B) \)-sub-Gaussian.

**Proof.** Taking the filtration \( \mathcal{F}_i := \sigma(X_1, \ldots, X_i) \) given by successively exposing each coordinate of \( X \), the claim will follow from Theorem 3.1 once we show that the sequence \( Y_i := \mathbb{E}(F(X) | \mathcal{F}_i) \) satisfies the bounded differences assumption \( |Y_i - Y_{i-1}| \leq b_i \) a.s. To
show this, we introduce an independent copy $X' = (X'_1, \ldots, X'_n)$ of the vector $X$, and note (using the shorthand $X_{<i} := (X_1, \ldots, X_{i-1})$, etc.)

$$|Y_i - Y_{i-1}| = |E(F(X)|X_{<i}) - E(F(X)|X_{<i})|$$

$$= |E[F(X_{<i}, X_i, X_{>i}) - F(X_{<i}, X'_i, X_{>i})]|X_{<i}||$$

$$\leq E[(F(X_{<i}, X_i, X_{>i}) - F(X_{<i}, X'_i, X_{>i})||X_{<i}]$$

$$\leq b_i$$

as desired.

\qed

**Example 3.3** (Random walk in a Banach space). Let $f_1, \ldots, f_n$ be elements of a normed space $(V, \|\|)$, let $X_1, \ldots, X_n$ be iid Rademacher variables, and set $Z := \|X_1f_1 + \cdots + X_nf_n\|$. We claim

$$P(\|Z - EZ\| \geq t) \leq 2 \exp\left(-ct^2/B^2\right) \quad \forall t \geq 0 \tag{3.4}$$

with $B := (\sum_{i=1}^n \|f_i\|^2)^{1/2}$. Indeed, with $F : \{-1,1\}^n \to \mathbb{R}$ given by $F(x_1, \ldots, x_n) = \|x_1f_1 + \cdots + x_nf_n\|$, we have $Z = F(X)$ with $X = (X_1, \ldots, X_n)$. From the triangle inequality, if $x, y$ differ only on coordinate $i$, then

$$|F(x) - F(y)| \leq \|(x_i - y_i)f_i\| = 2\|f_i\|$$

so $F$ is 1-Lipschitz under the weighted Hamming metric $d_{H,b}$ with $b_i = 2\|f_i\|$. The claim now follows from Theorem 3.2.

\diamond

**Example 3.4** (Longest common subsequence). For two elements $x, y \in \{0,1\}^n$ let $F(x, y)$ be the length of the longest common subsequence of the two vectors. That is, $F(x, y)$ is the largest $k$ for which there are increasing sequences $1 \leq i_1 < \cdots < i_k \leq n$ and $1 \leq j_1 < \cdots < j_k \leq n$ such that

$$x_{i_1} = y_{i_1}, \ldots, x_{i_k} = y_{i_k}.$$

(The problem of finding long common subsequences of long sequences of bits, or more generally of letters from other finite alphabets such as $\{A, C, G, T\}$, is of relevance for the problem of matching samples of DNA sequences.)

Let $X_1, \ldots, X_n, Y_1, \ldots, Y_n$ be independent Bernoulli variables (possibly with different expectations. We claim that $F(X, Y) - EF(X, Y)$ is $O(\sqrt{n})$-sub-Gaussian. Indeed, suppose $F(x, y) = \ell$, and note that modifying a single coordinate of $x$ or $y$ can only decrease the length of the longest common subsequence by at most 1 – if the modified coordinate was part of the optimizing subsequence, simply deleting it gives a common subsequence of length $\ell - 1$, which is a lower bound for the longest common subsequence of the new sequences. Thus, given two pairs $(x, y), (x', y') \in \{0,1\}^{2n}$ that differ on a single coordinate, we have $F(x', y') \geq F(x, y) - 1$. Applying this bound with $(x, y)$ and $(x', y')$ reversed shows that $F$ is 1-Lipschitz under the Hamming metric $d_H$ on the hypercube $\{0,1\}^{2n}$, and the claim follows from Theorem 3.2.

\diamond

**Remark 3.5.** We showed that the longest common subsequence for length-$n$ random binary inputs is concentrates at scale at most $O(\sqrt{n})$ around its expectation $EF(X, Y)$. However, we haven’t said anything about the order of magnitude of the expectation. A sub-additivity argument shows that for iid Bernoulli$(\frac{1}{2})$ inputs, $\frac{1}{n}EF(X, Y)$ converges to a constant $\gamma_2$ (called the Chvátal-Sankoff constant) as $n \to \infty$, but the value of this constant is unknown as of this writing. (One similarly has existence of a constant $\gamma_k$ for inputs drawn uniformly from an alphabet of size $k$.) The current best results due to G. S. Lueker put $\gamma_2$ in the range $(0.788071, 0.826280)$ [?].
3.3. The chromatic number of Erdős–Rényi graphs. Recall that the chromatic number \( \chi(G) \) of a graph \( G \) is the minimal number of colors needed to color the vertices of \( G \) so that no edge has the same color at both endpoints (such a coloring is called a proper coloring). Alternatively, \( \chi(G) \) is the minimal number of parts in a partition of the vertices of \( G \) into independent sets.

Let \( n \in \mathbb{N} \) and \( p \in (0,1) \), and let \( G_{n,p} \) be an Erdős–Rényi random graph on labeled vertices \( 1, \ldots, n \) – that is, each pair \( \{i,j\} \subset [n] \) is included as an edge of \( G_{n,p} \) independently with probability \( p \). Let \( \{A_{ij}\}_{1 \leq i < j \leq n} \) be the iid Bernoulli\( (p) \) indicator variables for the events \( E_{ij} = \{\{i,j\} \text{ is an edge in } G_{n,p}\} \). Let \( Z := \chi(G_{n,p}) \).

**Theorem 3.6** (Shamir and Spencer ’87). \( Z - \mathbb{E} Z \) is \( O(\sqrt{n}) \)-sub-Gaussian (specifically, it is \( \sqrt{2(n-1)} \)-sub-Gaussian).

(The sharp bound \( \sqrt{2(n-1)} \) follows from the same argument as below and applying Theorem 3.2 with the sharp value for \( c \) there.)

Let us first describe the proof at an informal level. We consider the filtration \( (\mathcal{F}_i)_{i=0}^n \) that reveals the induced subgraph on vertices \( 1, \ldots, i \), for each \( 1 \leq i \leq n \). Thus, at step \( i \) we are told which vertices in \( [i-1] \) are neighbors in \( i \). Since we can always introduce a new color for vertex \( i \), this new information at step \( i \) can only affect the conditional expectation of \( Z \) by at most 1. Thus, the result will follow from Theorem 3.1, taking all weights \( b_i \) equal to 1.

We can argue more formally using Theorem 3.2 as follows.

**Proof.** Since the \( \binom{n}{2} \) potential edges are included independently, \( G_{n,p} \) is a random sample from a product probability space. That is, we associate the set of graphs over \([n]\) with the discrete cube \( \mathcal{G}_n = \{0,1\}^{\binom{n}{2}} \), where \( g = (g_{ij})_{1 \leq i < j \leq n} \in \mathcal{G}_n \) is associated to the graph that includes edge \( \{i,j\} \) whenever \( g_{ij} = 1 \). For each \( 2 \leq k \leq n \) let \( E_k = \{\{i,k\} : 1 \leq i \leq k-1\} \) be the set of potential edges joining \( k \) to an earlier vertex in the ordering. \( E_2, \ldots, E_n \) is a partition of the set \( \binom{[n]}{2} \) of potential edges. This gives a product space decomposition \( \mathcal{G}_n = \mathcal{X}_2 \times \cdots \times \mathcal{X}_n \), where \( \mathcal{X}_k = \{0,1\}^{E_k} \). For each \( 1 \leq k \leq n \) let \( X_k = (A_{ik})_{i=1}^{k-1} \in \mathcal{X}_k \) be the random Bernoulli vector determining the neighbors of vertex \( k \) in \([k-1]\) in the random graph \( G_{n,p} \). An element \( (x_2, \ldots, x_n) \in \mathcal{X}_2 \times \cdots \times \mathcal{X}_n \) determines a graph \( g \in \mathcal{G}_n \), and we define \( F(x_2, \ldots, x_n) \) to be \( \chi(g) \). We have thus represented \( \chi(G_{n,p}) \) as a function \( F(X_2, \ldots, X_n) \) of independent random elements of the respective cubes \( \mathcal{X}_2, \ldots, \mathcal{X}_n \).

The claim that \( Z - \mathbb{E} Z \) is \( O(\sqrt{n}) \)-sub-Gaussian will follow from Theorem 3.2 as soon as we can show that \( F \) is \( O(1) \)-Lipschitz under the Hamming metric \( d_H \) on \( \mathcal{X}_2 \times \cdots \times \mathcal{X}_n \). Consider arbitrary \( x, y \in \mathcal{X}_2 \times \cdots \times \mathcal{X}_n \) such that \( x \) and \( y \) differ on a single factor \( \mathcal{X}_k \) for some \( 2 \leq k \leq n \). Thus, the associated graphs only differ on the set of edges joining \( k \) to \([k-1]\). We claim that

\[
F(y) \leq F(x) + 1. \tag{3.5}
\]

By applying the same bound with \( x \) and \( y \) reversed it will then follow that \( F \) is 1-Lipschitz. To see why (3.5) is true, we consider a fixed coloring of the vertices that is proper for the graph associated to \( x \) and uses the minimal number \( F(x) \) of colors. From this coloring, we can get a proper coloring for the graph associated to \( y \) by simply assigning a new color to vertex \( k \), thus using \( F(x) + 1 \) colors. The minimal number of colors needed is thus at most \( F(x) + 1 \), and (3.5) follows, completing the proof of Theorem 3.6. \( \square \)
4.1. From isoperimetry to concentration. Let \((\mathcal{X}, d, \mu)\) be a metric measure space, that is, a metric space \((\mathcal{X}, d)\) equipped with a Borel \(\sigma\)-algebra \(\mathcal{B}\) generated by the topology induced by \(d\), and a (not necessarily probability) measure \(\mu : \mathcal{B} \to [0, +\infty]\). For \(A \in \mathcal{B}\), we can define the \(t\)-blowups
\[
A_t := \{x \in \mathcal{X} : d(x, A) \leq t\}
\]
and the boundary measure
\[
\mu^+(A) := \liminf_{t \to 0} \frac{1}{t} \mu(A_t \setminus A). \tag{4.4}
\]
A basic problem is to determine, for give \(a > 0\), the minimizers of the isoperimetric ratio
\[
\mu^+(A)/\mu(A) \tag{4.5}
\]
over all \(A\) of measure \(\mu(A) = a\).

For the case of \(\mathbb{R}^d\) equipped with the Euclidean metric and Lebesgue measure \(\mu = \text{vol}_d\), we denote \(\text{vol}_{d-1}(\partial A) := \mu^+(A)\). We have the following classical result:
Theorem 4.1 (Isoperimetric theorem). Let $A \subset \mathbb{R}^d$ be nonempty and Lebesgue measurable and let $B$ be a Euclidean ball of the same volume. Then for any $t \geq 0$,

$$\text{vol}_d(A_t) \geq \text{vol}_d(B_t)$$

(4.6)

and hence (if $A$ has smooth boundary, say),

$$\text{vol}_{d-1}(\partial A_t) \geq \text{vol}_{d-1}(\partial B).$$

(4.7)

We give the proof of Theorem 4.1 in Section 4.2, using the Brunn–Minkowski inequality.

Another setting in which the isoperimetric problem has been solved is the sphere $S^{d-1}$ (with the Euclidean geodesic distance), where the extremizing sets are spherical caps, i.e. sets of the form

$$C_{v,b} := \{ u \in S^{d-1} : \langle u, v \rangle \geq b \}$$

(4.8)

for some $v \in S^{d-1}$ and $b \in [-1, 1]$.

Theorem 4.2 (Lévy’s isoperimetric theorem). On $S^{d-1}$, let $d_g$ be the Euclidean geodesic distance and let $\sigma$ be the uniform surface measure (normalized to be a probability measure). For any $a > 0$ and $A \subset S^{d-1}$ with $\sigma(A) = a$, we have

$$\sigma(A_t) \geq \sigma(C_t) \quad \forall t \geq 0$$

(4.9)

where $C$ is a spherical cap of measure $\sigma(C) = a$.

(An inequality of the form (4.7) follows from this but will not be needed.)

Exercise 4.2. Use Theorem 4.2 to prove Theorem 4.1.

We do not give the proof of Theorem 4.2 in these notes, but show how it combines with the computation of the measure of spherical caps from Proposition 1.2 to imply a general concentration of measure phenomenon.

Corollary 4.3 (Concentration on the sphere, blowup form). For any $A \subset S^{d-1}$ with $\sigma(A) \geq \frac{1}{2}$, we have

$$\sigma(A_t^c) \leq 2 \exp(-ct^2d) \quad \forall t \geq 0$$

(4.10)

(writing $A^c := S^{d-1} \setminus A$ for $A \subset S^{d-1}$).

(One can remove the factor 2 in (4.10) using the proof of Proposition 1.2, but this is not important for us.)

Proof. Fixing $A$ and $t \geq 0$, by Theorem 4.2,

$$\sigma(A_t^c) = 1 - \sigma(A_t) \leq 1 - \sigma(C_t) = \sigma(C_t^c)$$

where $C$ is a spherical cap of measure $\sigma(C) = \sigma(A) \geq \frac{1}{2}$. From Proposition 1.2, $\sigma(C_t^c) \leq 2 \exp(-ct^2d)$ for all $t \geq 0$, and the claim follows. \qed

From this we also deduce a general concentration of measure result of the type (CoM).

Corollary 4.4 (Concentration on the sphere, functional form). Let $f : S^{d-1} \to \mathbb{R}$ be 1-Lipschitz under the Euclidean geodesic distance $d_g$, and let $U \in S^{d-1}$ have distribution $\sigma$. Then

$$\mathbb{P}(|f(U) - m_f| \geq t) \leq 2 \exp(-ct^2d) \quad \forall t \geq 0$$

for a universal constant $c > 0$, where $m_f$ is the (unique) median of $f(U)$. 

Proof. Uniqueness of the median in this case is left as an exercise. Taking \( A = \{ f \leq m_f \} \), we have by the Lipschitz property that \( \{ f \geq m_f + t \} \subseteq A^c_t \), so by Corollary 4.3,
\[
\mathbb{P}(f(U) \geq m_f + t) \leq \mathbb{P}(U \in A^c_t) \leq \exp(-ct^2d).
\]
We similarly obtain the same bound for the lower tail by taking \( A = \{ f \geq m_f \} \), and the claim follows. \( \square \)

In fact the blowup and functional formulations of the concentration of measure phenomenon are equivalent.

**Exercise 4.3.** Show that Corollary 4.4 implies Corollary 4.3.

One notes that the arguments to deduce Corollaries 4.3 and 4.4 from Theorem 4.2 apply quite generally, showing how to deduce concentration of measure from an isoperimetric theorem together with a bound for the measure of extremizing sets.

Another important case where the isoperimetric theorem has been solved is for \( \mathbb{R}^n \) equipped with the standard Gaussian measure \( \gamma_n \) rather than the Lebesgue measure.

**Exercise 4.4** (Gaussian concentration from isoperimetry). The isoperimetric theorem for \( n \)-dimensional Gauss space (i.e. \( \mathbb{R}^n \) equipped with the Euclidean distance \( d_2(x, y) = \|x - y\|_2 \) and the standard Gaussian measure \( \gamma_n \)) states that for any \( m \in (0, 1) \) and \( r > 0 \), among all Borel sets \( A \subset \mathbb{R}^n \) of measure \( \gamma_n(A) = m \), the ones that minimize \( \gamma_n(A_r) \) are half-spaces, i.e. sets of the form
\[
H_{u,a} = \{ x \in \mathbb{R}^n : \langle x, u \rangle \leq a \}
\]
for some \( u \in S^{n-1} \) and \( a \in \mathbb{R} \). Use this fact to show that for any 1-Lipschitz function \( f : \mathbb{R}^n \to \mathbb{R} \), \( f(G) - \mathbb{E}f(G) \) is \( K \)-sub-Gaussian with \( K = O(1) \), where \( G \sim N(0, I_n) \) is a standard Gaussian vector. (You may find a result from Exercise 4.1 helpful for this.) Bonus: find the optimal value of \( K \).

Corollary 4.4 and Exercise 4.4 give two important examples where concentration of measure for Lipschitz functions can be deduced from an isoperimetric theorem. In fact, isoperimetric theorems are only known in a few cases (another is the discrete hypercube with the uniform measure and Hamming metric, leading to another proof of Theorem 3.2). Concentration of measure is generally easier to establish than an isoperimetric principle (particularly if you don’t care about the optimal constant \( c \)). In particular, in Section 4.2 we give a proof of Corollary 4.4 using the Brunn–Minkowsky inequality for Lebesgue measure that bypasses the more difficult Theorem 4.2.

**4.2. (Optional) Proof of the classical isoperimetric theorem.** Here we write \( \lambda = \lambda_d \) for Lebesgue measure on \( \mathbb{R}^d \). The Brunn–Minkowski theorem (BMI = BMI(d)) says
\[
\lambda(A + B)^{1/d} \geq \lambda(A)^{1/d} + \lambda(B)^{1/d} \quad \forall A, B
\]
where \( A, B \) are assumed to be measurable and non-empty here and in the sequel). This is often stated in the equivalent form
\[
\lambda(\theta A + (1 - \theta)B) \geq \lambda(A)^\theta \lambda(B)^{1-\theta} \quad \forall \theta \in [0, 1] \quad \forall A, B.
\]

**Claim 4.5.** (4.11) \( \Leftrightarrow \) (4.12).
Proof. \((\Rightarrow)\) Let \(\theta \in [0,1]\). From (4.11) and the weighted AM-GM inequality (or Jensen after taking logs) we have
\[
\lambda(\theta A + (1 - \theta)B)^{1/d} \geq \lambda(\theta A)^{1/d} + \lambda((1 - \theta)B)^{1/d} \\
= \theta \lambda(A)^{1/d} + (1 - \theta)\lambda(B)^{1/d} \\
\geq \lambda(A)^{\theta/d} \lambda(B)^{(1 - \theta)/d}
\]
\(\square\)

\((\Leftarrow)\) Fix sets \(A, B\). Applying (4.12) with dilates \(A/\theta, B/(1 - \theta)\) in place of \(A, B\), we have
\[
\lambda(A + B) \geq \lambda(A/\theta)^{\theta} \lambda(B/(1 - \theta))^{1-\theta}
\]
for all \(\theta \in [0,1]\). Taking \(d\)th roots on both sides,
\[
\lambda(A + B)^{1/d} \geq (\lambda(A)^{1/d}/\theta)(\lambda(B)^{1/d}/(1 - \theta))^{1-\theta}.
\]
Optimizing \(\theta\) on the right hand side yields the claim. \(\square\)

\[
\ldots
\]

5. Jan 30: Talagrand’s inequality

References:
- Talagrand’s original papers [Tal96, Tal95] (the shorter review [Tal96] is a nice introduction).
- These notes
- Alon & Spencer [AS16]
- [Tao12, §2.1]

5.1. Dimension-free concentration for product measures? From Exercise 4.4 we see that 1-Lipschitz functions (under the Euclidean metric) of standard Gaussian vectors in \(\mathbb{R}^n\) enjoy sub-Gaussian concentration about their means (or, equivalently, their medians) of width \(O(1)\). Thus, Gaussian vectors enjoy dimension-free concentration under the Euclidean metric.

It’s worth noting how this can improve on McDiarmid’s inequality, which is only sensitive to the coordinate-wise Lipschitz behavior of functions. Let \(f : \mathbb{R}^n \rightarrow \mathbb{R}\) be 1-Lipschitz under \(\| \cdot \|_2\), and let \(h : \mathbb{R}^n \rightarrow \mathbb{R}^n\) be the mapping that applies the arctangent function entrywise, thus \(h(x) = (\arctan(x_i))_{i=1}^n\). Then \(F = f \circ h\) is \(\| \cdot \|_2\)-Lipschitz. Moreover, because of the composition with \(h\) we have that \(F\) is \(O(1)\)-Hamming Lipschitz, so McDiarmid’s inequality implies that for \(G \sim N(0, I_n)\), \(F(G) - \mathbb{E}F(G)\) is \(O(\sqrt{n})\)-sub-Gaussian, which is far worse than the scale \(O(1)\) implied by Exercise 4.4. (We only applied \(h\) in order to get a vector with almost-surely bounded entries, a minor technical point since Gaussians have very light tails.) In fact, for the example \(f(x) = \|x\|_2\) the result of McDiarmid’s inequality is trivial, as \(F(G) = O(\sqrt{n})\) a.s. in this case. Thus, the Euclidean 1-Lipschitz property is an important strengthening of the Hamming-Lipschitz property.

It is then natural to ask the following:

**Question 5.1.** Does dimension-free concentration for Euclidean Lipschitz functions extend to general product measures (apart from the Gaussian)?
The answer to this turns out to be “no”, as shown by the following:

Example 5.2. Let \( A = \{ x \in \{0,1\}^n : \sum x_i \leq n/2 \} \) and let \( F : \mathbb{R}^n \to \mathbb{R} \) be the function \( F(x) = d_2(x,A) \) (where we write \( d_2(x,y) = \| x - y \|_2 \) for the Euclidean metric). Then \( F \) is 1-Lipschitz under \( d_2 \). Letting \( X \in \{0,1\}^n \) be uniform random, we claim that \( F(X) \) does not concentrate at scale \( O(1) \), or in fact at any scale \( o(n^{1/4}) \). First, note that 0 is a median of \( F(X) \) since \( A \) contains at least half of the discrete cube. On the other hand, for small \( \delta > 0 \) let

\[
B_\delta = \{ x \in \{0,1\}^n : \sum x_i \geq n/2 + \delta \sqrt{n} \}.
\]

We claim \( B_\delta \subseteq A_{\delta/4}^{1/2} \), where \( A_t = \{ x \in \mathbb{R}^n : d_2(x,A) \leq t \} \) is the \( t \)-blowup of \( A \) under \( d_2 \). Indeed, for any \( x \in B_\delta \) and \( y \in A \), we have

\[
\delta \sqrt{n} \leq \sum_i x_i - n/2 \leq \sum_i x_i - y_i \leq \sum_i (x_i - y_i)^2
\]

where in the last bound we crucially used that both \( x \) and \( y \) lie in the discrete cube. Thus \( \|x - y\|_2 \geq \delta^{1/2} n^{1/4} \) as claimed. We hence have

\[
\mathbb{P}(F(X) \geq \delta^{1/2} n^{1/4}) \geq \mathbb{P}(X \in B_\delta).
\]

But since \( S_n = \sum_{i=1}^n X_i \) has mean \( n/2 \) and standard deviation \( \gtrsim \sqrt{n} \), one can easily show that \( \mathbb{P}(X \in B_\delta) \geq \frac{1}{10} \), say, if \( \delta \) is a sufficiently small universal constant. Thus we have

\[
\mathbb{P}(F(X) \leq 0) \geq \frac{1}{2} \quad \text{and} \quad \mathbb{P}(F(X) \geq cn^{1/4}) \geq \frac{1}{10}
\]

for a sufficiently small constant \( c > 0 \), so \( F(X) \) does not concentrate at a scale smaller than \( cn^{1/4} \). \( \diamond \)

A key feature of the function \( F \) in the above example is the integrality gap between elements of the subset \( A \) of the discrete cube, which was applied in the last inequality in (5.1). As the next result shows, if instead of \( d_2(x,A) \) we had taken \( F(x) \) to be the distance from \( x \) to the convex hull \( \bar{A} \) of \( A \), then \( F(X) \) would enjoy dimension-free concentration (and one checks that the last bound in (5.1) would fail for this example, for general \( y \in \bar{A} \)).

Theorem 5.3 (Talagrand’s inequality, convex functional form). Let \( F : \mathbb{R}^n \to \mathbb{R} \) be 1-Lipschitz under \( \| \cdot \|_2 \) and convex, and let \( X \in [-1,1]^n \) have independent components. Then for any median \( m_F \) of \( F(X) \), we have that \( F(X) - m_F \) is \( O(1) \)-sub-Gaussian. In fact,

\[
\mathbb{P}(|F(X) - m_F| \geq t) \leq 4 \exp(-t^2/16) \quad \forall t \geq 0.
\]

Remark 5.4. In fact, as the proof shows, we may relax the convexity assumption to assume only that the sub-level sets \( \{ F \leq a \} \) are convex for all \( a \in \mathbb{R} \) (this is sometimes called quasi-convexity).

Remark 5.5. From Exercise 4.1 we get that \( F(X) - \mathbb{E}F(X) \) is \( O(1) \)-sub-Gaussian, and if \( F \) is non-negative then \( F(X) - (\mathbb{E}F(X))^2/2 \) is \( O(1) \)-sub-Gaussian.

Exercise 5.1. Deduce from Theorem 5.3 the more general statement that if \( F \) is convex and \( L \)-Lipschitz, and \( X \in \mathbb{R}^n \) has independent entries bounded in absolute value by \( K \) a.s., then \( F(X) \) is \( O(KL) \)-sub-Gaussian.

Here are some examples of functions to which Theorem 5.3 applies.
Example 5.6 (Distance to a subspace). If $A \subset \mathbb{R}^n$ is convex, then $F(x) := d_2(x, A)$ is convex and 1-Lipschitz under $d_2$, and Theorem 5.3 implies that $d_2(X, A)$ enjoys $O(1)$-sub-Gaussian concentration for any random vector $X$ with independent components of size $O(1)$ a.s.

An important special case in the study of random matrices is that $A$ is a fixed $d$-dimensional subspace $V \subset \mathbb{R}^n$. A computation shows $\mathbb{E} d_2(X, V)^2 = n - d$ if $X$ has standardized entries (centered and unit variance), and Theorem 5.3, together with a result from Exercise 4.1, shows that $d_2(X, V) - \sqrt{n - d}$ is $O(1)$-sub-Gaussian. Here again is a situation where McDiarmid’s inequality only provides concentration at the trivial scale $O(\sqrt{n})$.

Example 5.7 (Norm of a random matrix). Identifying the space of $n \times n$ matrices with real entries with $\mathbb{R}^{n \times n}$, the Euclidean norm is given by $\|A\|_2 = (\sum_{i,j=1}^{n} A_{ij}^2)^{1/2} = \|A\|_F$, the Frobenius (or Hilbert–Schmidt) norm. Let $F(A) := \|A\|_{\text{op}} = \sup_{u \in \mathbb{S}^{n-1}} \|Au\|_2$ be the $\ell^2 \to \ell^2$ operator norm of $A$. Since

$$\|A\|_F^2 = \sum_{i=1}^{n} \sigma_i(A)^2 \geq \sigma_1(A)^2 = F(A)^2$$

where $\sigma_1(A) \geq \cdots \geq \sigma_n(A) \geq 0$ are the singular values of $A$, it follows that $F$ is 1-Lipschitz under the Euclidean metric. Since $F$ is a norm, we have by the triangle inequality and homogeneity that

$$F(\theta A + (1 - \theta) B) \leq \theta F(A) + (1 - \theta) F(B) \quad \forall A, B \in \mathbb{R}^{n \times n}, \theta \in [0, 1]$$

so $F$ is convex. From Theorem 5.3 it follows that if $X = (X_{ij})$ is an $n \times n$ random matrix with independent entries $X_{ij} \in [-1, 1]$, then $\|X\|_{\text{op}} - m_F$ is $O(1)$-sub-Gaussian for any median $m_F$ of $\|X\|_{\text{op}}$.

We can compare this with the typical order of $\|X\|_{\text{op}}$. So far everything we’ve said applies to the matrix of all zeros, but if the entries have variances uniformly bounded below then it’s not hard to show that any median of $\|X\|_{\text{op}}$ is of size $\gtrsim \sqrt{n}$ (and in fact with a bit more work one has a matching upper bound $O(\sqrt{n})$). This is particularly easy for the random sign matrix with iid Rademacher entries (thus $X$ is uniform in $\{-1, 1\}^{n \times n}$). Then $\|X\|_{\text{op}} \geq \|X e_1\|_2 = (\sum_{i=1}^{n} X_{i1}^2)^{1/2} = \sqrt{n}$ a.s., where $e_1 = (1, 0, \ldots, 0)$ is the first standard basis vector.

Remark 5.8. While this dimension-free concentration for the norm of random matrices is a surprising and useful fact, it turns out that in fact $\|X\|_{\text{op}}$ has fluctuations of order $n^{-1/6}$! Moreover, $n^{1/6}(\|X\|_{\text{op}} - 2\sqrt{n})$ converges in distribution to a Tracy–Widom distribution, a measure which, like the Gaussian, arises for mysterious reasons in diverse contexts. Tracy–Widom universality aside, the concentration result of Theorem 5.3 is an instance of what is known as the superconcentration phenomenon — see [Cha14] for more on this. (We may have time to explore this a bit later in the course.) Below we’ll consider concentration for another example of a random variable enjoying superconcentration (as well as Tracy–Widom universality) — the longest increasing subsequence of iid samples $X_j \in [0, 1]$ — using a related concentration inequality of Talagrand of a more combinatorial nature.

As we’ll see, Talagrand’s inequalities (Theorem 5.3 and the combinatorial version we state below) are particularly effective for showing concentration for functions $F$ involving an optimization problem over linear/sub-linear functionals. (Note that both of the preceding examples are of this type.)
5.2. Another proof of the Johnson–Lindenstrauss Lemma. As another quick application of Theorem 5.3, we give another proof of Theorem 1.5. (The following more general statement could have been proved by the same lines as our first proof of Theorem 1.5, just using the general Hoeffding inequality of Theorem 2.1 in place of Theorem 1.4.)

**Theorem 5.9** (Johnson–Lindenstrauss lemma). Let \( x_1, \ldots, x_m \) be fixed (deterministic) points in \( \mathbb{R}^N \). Let \( X \) be an \( N \times d \) matrix with independent standardized real entries \( X_{ij} \) (that is, \( \mathbb{E}X_{ij} = 0 \) and \( \mathbb{E}X_{ij}^2 = 1 \) for all \( i, j \)) with \( |X_{ij}| \leq B \) a.s. for all \( i, j \) and some finite \( B \). For each \( i \in [m] \) set

\[
y_i := \frac{1}{\sqrt{d}} X^T x_i.
\] (5.3)

For any \( \varepsilon \in (0, 1) \), if

\[
d \geq C\varepsilon^{-2} \log m
\] (5.4)

then

\[
1 - \varepsilon \leq \frac{\|y_i - y_j\|^2_2}{\|x_i - x_j\|^2_2} \leq 1 + \varepsilon \quad \forall 1 \leq i < j \leq m
\] (5.5)

except with probability at most \( \exp(-c\varepsilon^2 d) \).

**Proof.** We may assume without loss of generality that \( \varepsilon \leq \frac{1}{2} \). For fixed \( u \in S^{N-1} \) consider the function \( F_u : \mathbb{R}^{N \times d} \to \mathbb{R} \) given by

\[
F_u(A) := \|A^T u\|_2.
\]

Then for any \( A, B \in \mathbb{R}^{N \times d} \),

\[
F_u(A) - F_u(B) \leq \|(A - B)^T u\|_2 \leq \|A - B\|_{op} \leq \|A - B\|_F
\]

so \( F_u \) is 1-Lipschitz under the Euclidean Frobenius norm on \( \mathbb{R}^{N \times d} \). One similarly sees from the triangle inequality and homogeneity of norms that \( F_u \) is convex. From Theorem 5.3 it follows that \( F_u(X) - m_u \) is \( O(B) \)-sub-Gaussian for any fixed \( u \in S^{N-1} \), where \( m_u \) is any median of \( F_u(X) \). From Exercise 4.1 we get that \( F_u(X) - (\mathbb{E}F_u(X))^2)^{1/2} \) is \( O(B) \)-sub-Gaussian. We already computed in the proof of Theorem 1.5 that \( \mathbb{E}F_u(X)^2 = d \), so \( \|X^T u\|_2 - \sqrt{d} \) is \( O(B) \)-sub-Gaussian. Applying this with \( u = (x_i - x_j)/\|x_i - x_j\|_2 \) for any \( 1 \leq i < j \leq m \) (we may assume without loss of generality that all \( m \) points are distinct) gives

\[
\mathbb{P}\left( \left| \frac{\|y_i - y_j\|^2_2}{\|x_i - x_j\|^2_2} - 1 \right| > \varepsilon \right) \leq \mathbb{P}\left( \left| \frac{\|y_i - y_j\|^2_2}{\|x_i - x_j\|^2_2} - 1 \right| > c\varepsilon \right)
\]

\[
= \mathbb{P}(\|X^T u\|_2 - \sqrt{d} > c\varepsilon\sqrt{d})
\]

\[
\leq 2\exp(-c\varepsilon^2 d)
\]

for a sufficiently small constant \( c > 0 \), where in the first bound we used that the mapping \( t \mapsto t^2 \) is \( O(1) \)-Lipschitz on \( [\frac{1}{2}, \frac{3}{2}] \). The proof concludes by a union bound over all pairs \( \{i, j\} \) just as in the proof of Theorem 1.5. \( \Box \)

6. Feb 01: Talagrand’s inequality – proof and further applications

6.1. Talagrand’s inequality on the discrete cube. The general form of Talagrand’s inequality involves an interesting way of quantifying the distance between a point and a set that is somewhat hard to absorb at first. To motivate the idea we consider the special case
of product measures on the discrete cube \( Q_n = \{0,1\}^n \), where the ideas are more transparent. (Recall that the counterexample of Example 5.2 was in this special setting.) We’ll then explain how to generalize the definition and argument in the next subsection.

**Theorem 6.1** (Talagrand’s inequality – discrete cube case). Let \( X = (X_1, \ldots, X_n) \in Q_n \) have independent components. For any convex set \( D \subset \mathbb{R}^n \) with \( P(X \in D) > 0 \), we have

\[
\mathbb{E} \exp(d_2(X, D)^2/4) \leq \frac{1}{P(X \in D)}.
\]

(*6.1*)

**Exercise 6.1.** Use Theorem 6.1 to deduce the functional form Theorem 5.3 for the case that \( X \) is supported in \( \{-1,1\}^n \).

**Proof of Theorem 6.1.** First note that we can replace \( D \) with the convex hull of its intersection with the discrete cube. Indeed, with \( A := D \cap Q_n \) and \( \text{conv}(A) \subset \mathbb{R}^n \) the convex hull of \( A \), we have \( \text{conv}(A) \subseteq D \), so the left hand side in (*6.1*) can only increase when we replace \( D \) with \( \text{conv}(A) \), while the right hand side is unchanged. It thus suffices to show

\[
\mathbb{E} \exp(d_2(X, \text{conv}(A))^2/4) \leq \frac{1}{P(X \in A)} \quad \forall A \subseteq Q_n.
\]

(*6.2*)

We proceed by induction on the dimension \( n \). For the base case \( n = 1 \), the desired bound (*6.2*) reads

\[
p + e^{1/4}(1 - p) \leq 1/p
\]

(*6.3*)

where \( p = P(X \in A) \), and one easily verifies this inequality holds for any \( p \in [0,1] \).

Now letting \( n \geq 2 \), we aim to establish (*6.2*) assuming the statement holds with \( n - 1 \) in place of \( n \). Fix \( A \subseteq Q_n \). For a general point \( x \in Q_n \) we’ll write \( x = (x', x_n) \in Q_{n-1} \times \{0,1\} \).

We define three subsets of \( Q_{n-1} \):

\[
A_b := \{ x' \in Q_{n-1} : (x',b) \in A \}, \quad b = 0,1, \quad B := A_0 \cup A_1.
\]

(*6.4*)

Thus, \( A_0, A_1 \) are the two slices of \( A \) according to the value of the last coordinate, and \( B \) is the projection of \( A \) to \( Q_{n-1} \). The key to the induction is the following claim controlling the distance from \( x \) to \( \text{conv}(A) \) in terms of the distance from \( x' \) to the convex hulls of \( A_0, A_1 \) and \( B \).

**Claim 6.2.** For any \( x = (x', x_n) \in Q_n \) and \( \lambda \in [0,1] \),

\[
d_2(x, \text{conv}(A))^2 \leq \lambda d_2(x', \text{conv}(A_{x_n}))^2 + (1 - \lambda) d_2(x', \text{conv}(B))^2 + (1 - \lambda)^2.
\]

(*6.5*)

Assuming the claim for now, let \( X = (X', X_n) \in Q_n \) have independent components. We write \( \mathbb{E}' := \mathbb{E}_{X'} \) for expectation under the randomness of \( X' \) only (i.e. conditional on \( X_n \)). Talagrand notes that the key to the proof is to resist the temptation to optimize the bound (*6.5*) in \( \lambda \) at this point! Instead, we first exponentiate the inequality and average over \( X' \), to bound

\[
\mathbb{E}' \exp(d_2(X, \text{conv}(A))^2/4) \leq e^{(1-\lambda)^2/4} \mathbb{E}'\left[ e^{d_2(X', \text{conv}(A_{x_n}))^2/4 \lambda} \left( e^{d_2(X', \text{conv}(B))^2/4} \right)^{1-\lambda}\right]
\]

\[
\leq e^{(1-\lambda)^2/4} \mathbb{E}' e^{d_2(X', \text{conv}(A_{x_n}))^2/4 \lambda} \mathbb{E}' e^{d_2(X', \text{conv}(B))^2/4}^{1-\lambda}
\]

\[
\leq e^{(1-\lambda)^2/4} \mathbb{P}'(X' \in A_{x_n})^{-\lambda} \mathbb{P}(X' \in B)^{\lambda-1}
\]
where in the second line we applied Hölder’s inequality and in the third line we used the induction hypothesis. We can express the right hand side in the last line as

\[ \mathbb{P}(X' \in B)^{-1} e^{(1-\lambda)^2/4} r - \lambda \]

where \( r := \mathbb{P}'(X' \in A_{X_n}) / \mathbb{P}(X' \in B) \in [0,1] \). Now we optimize \( \lambda \) depending on \( r \). With the choice

\[ \lambda(r) := (1 + 2 \log r) 1_{r \in [e^{-1/4}, 1]} \]

one can show (exercise) that

\[ e^{(1-\lambda(r))^2/4} r - \lambda(r) \leq 2 - r \quad \forall r \in [0,1]. \]

Substituting into the previous bound, we’ve shown

\[ \mathbb{E}' \exp(d_2(X, \text{conv}(A))^2/4) \leq \mathbb{P}(X' \in B)^{-1}(2 - \mathbb{P}'(X' \in A_{X_n}) / \mathbb{P}(X' \in B)). \]

Writing \( u := \mathbb{P}(X \in A) / \mathbb{P}(X' \in B) \in [0,1] \), upon averaging the above inequality over \( X_n \) we obtain

\[ \mathbb{E} \exp(d_2(X, \text{conv}(A))^2/4) \leq \mathbb{P}(X' \in B)^{-1}(2 - u) = \mathbb{P}(X \in A)^{-1} u(2 - u) \leq \mathbb{P}(X \in A)^{-1} \]

giving (6.2) to complete the proof of Theorem 6.1 given Claim 6.2.

For the proof of Claim 6.2 we need an elementary lemma. For \( A \subset Q_n \) we write \( A_\uparrow \) for the upwards closure of \( A \), i.e. the set of all vectors \( 1_J = (1_{j \in J})_{j=1}^n \) such that \( J \) contains the support of some vector \( y \in A \). Thus, \( A_\uparrow \) is a monotone subset of \( Q_n \), in the sense that

\[ y \in A_\uparrow, \quad z \in Q_n, \quad y_i \leq z_i \ \forall i \quad \Longrightarrow \quad z \in A_\uparrow. \]

**Lemma 6.3.** For any \( A \subset Q_n \), we have \( d_2(0, \text{conv}(A)) = d_2(0, \text{conv}(A_\uparrow)). \)

(The reason for passing to \( A_\uparrow \) will become clear in the proof of Claim 6.2.)

Intuitively, the reason for Lemma 6.3 is that the extra points we’ve included in \( A_\uparrow \) are on the “opposite side” of \( \text{conv}(A) \) from the origin.

**Proof.** It suffices to consider adding one point of the upward closure at a time: we claim that for any \( E \subset Q_n \) and \( z \in Q_n \setminus E \) such that \( \text{supp}(y) \subset \text{supp}(z) \) for some \( y \in E \), writing \( E' := E \cup \{ z \} \), we have

\[ d_2(0, \text{conv}(E)) = d_2(0, \text{conv}(E')). \]  

(6.6)

That the left hand side is at least as large as the right is obvious. For the reverse inequality, note we can express any \( w \in \text{conv}(E') \setminus \text{conv}(E) \) as \( w = \alpha x + (1 - \alpha)z \) for \( x \in E \) and \( \alpha \in [0,1] \). Then note that the point \( w_0 = \alpha x + (1 - \alpha)y \in \text{conv}(E) \) is closer to \( z \) than \( w \) is, since all components of \( w - w_0 = (1 - \lambda)(z - y) \) are non-negative. \( \square \)

**Proof of Claim 6.2.** We can apply an isometry of \( Q_n \) to assume \( x = 0 \). Specifically, viewing \( Q_n \) as the abelian group \((\mathbb{Z}/2\mathbb{Z})^n\), the map \( y \mapsto \phi(y) = y - x \) is an isometry and takes \( x \) to 0. (Note that \( \pm x \pm y \) are all equal to \((1_{x_i \neq y_i})_{i=1}^n \) in \((\mathbb{Z}/2\mathbb{Z})^n \)). So replacing \( A \) with \( \phi^{-1}(A) \) we may assume \( x = 0 \).

With this reduction and from Lemma 6.3, to establish the claim it now suffices to show

\[ d_2(0, \text{conv}(A_\uparrow))^2 \leq \lambda d_2(0, \text{conv}(A_0))^2 + (1 - \lambda) d_2(0, \text{conv}(B))^2 + (1 - \lambda)^2. \]  

(6.7)

To see this, first note that

\[ v \in A_0 \Rightarrow (v, 0) \in A \subseteq A_\uparrow. \]  

(6.8)
and 
\[ w \in B \Rightarrow (w, 1) \in A^\dagger \]  
(here is where we needed to pass to \( A^\dagger \), as we can’t guarantee \((w, 1)\) lies in \( A \)). Taking convex hulls, we deduce that
\[ v \in \text{conv}(A_0), w \in \text{conv}(B) \implies (v, 0), (w, 1) \in \text{conv}(A^\dagger) \]  
and hence
\[ \lambda(v, 0) + (1 - \lambda)(w, 1) \in \text{conv}(A^\dagger), \forall v \in \text{conv}(A_0), w \in \text{conv}(B), \lambda \in [0, 1]. \]  
Applying this with \( v, w \) of minimal \( \ell^2 \)-norm, we conclude
\[ d_2(0, \text{conv}(A^\dagger))^2 \leq \|\lambda v + (1 - \lambda)w, 1 - \lambda\|^2_2 \]
\[ = \|\lambda v + (1 - \lambda)w\|^2_2 + (1 - \lambda)^2 \]
\[ \leq \lambda\|v\|^2_2 + (1 - \lambda)\|w\|^2_2 + (1 - \lambda)^2 \]
\[ = \lambda d_2(0, \text{conv}(A_0))^2 + (1 - \lambda)d_2(0, \text{conv}(B))^2 + (1 - \lambda)^2 \]
giving (6.7), where we used Pythagoras’s theorem in the second line and convexity in the third line. 

6.2. Generalizing to arbitrary product measures. Now we generalize Theorem 6.1 to arbitrary product probability spaces. That is let, \((\mathcal{X}_i, \mu_i), i \in [n]\) be probability spaces, and form the product space \((\mathcal{X}, \mu)\) with \( \mathcal{X} = \mathcal{X}_1 \times \cdots \times \mathcal{X}_n \), \( \mu = \mu_1 \otimes \cdots \otimes \mu_n \).

Recall that Theorem 6.1 is equivalent to the statement (see (6.2))
\[ \mathbb{E}\exp(d_2(X, \text{conv}(A))^2/4) \leq \frac{1}{\mathbb{P}(X \in A)} \quad \forall A \subseteq Q_n \]  
for any subset \( A \) of the discrete cube \( Q_n = \{0, 1\}^n \), where \( X \in Q_n \) is any random vector with independent components. In the general product space setting the notions of convex hull and Euclidean distance don’t make sense, so the expression \( d_2(X, \text{conv}(A)) \) has no meaning. The following result replaces \( d_2(X, \text{conv}(A)) \) with a quantity \( d_C(X, A) \) called the convex (or sometimes combinatorial) distance from \( X \) to \( A \).

Let \( x \in \mathcal{X} \) and \( A \subseteq \mathcal{X} \) measurable. The basic idea for defining \( d_C(x, A) \) is to treat \( \mathcal{X} \) just like the discrete cube – on each coordinate we’ll only keep track of the Boolean variable of whether or not we can go from \( x \) to \( A \) by varying \( i \). First, we let
\[ U^\prime_A(x) = \{(1_{x_i \neq y_i})_{i=1}^n : y \in A\}. \]  
In words, this is the set of all vectors \( 1_J \in Q_n \) for \( J \subseteq [n] \) for which there exists \( y \in A \) such that \( x \) and \( y \) differ on exactly the indices in \( J \). Thus, for any \( 1_J \in U^\prime_A(x) \), one can get from \( x \) to \( A \) by changing only those coordinates \( j \in J \). (Note that for the case \( \mathcal{X} = Q_n \), the set \( U^\prime_A(x) \) is exactly the recentered set \( A - x \) that we used in the proof of Theorem 6.1, with subtraction taken in \((\mathbb{Z}/2\mathbb{Z})^n\).) We define
\[ d_C(x, A) := d_2(0, \text{conv}(U^\prime_A(x))). \]  
From Lemma 6.3, the above is equivalent to
\[ d_C(x, A) := d_2(0, V_A(x)) \]  
where \( V_A(x) := \text{conv}(U_A(x)) \) and \( U_A(x) := U^\prime_A(x) \) is the set of all vectors \( 1_J \in Q_n \) such that one can get from \( x \) to \( A \) by varying coordinates in \( J \) (but possibly not needing to change all
proof. This is perhaps easiest to see with Sion’s minimax theorem, but we spell out the
proof of Theorem 6.1.

One checks that for the case of the Boolean cube \( X = Q_n \), \( d_C(x, A) = d_2(x, \text{conv}(A)) \).

With the convex distance thus defined, we can state the general result.

**Theorem 6.4** (Talagrand’s inequality). Let \( X \) be a random element of a product space \( X = X_1 \times \cdots \times X_n \) with independent components \( X_1, \ldots, X_n \). For any \( A \subseteq X \) with \( \mathbb{P}(X \in A) > 0 \), we have

\[
\mathbb{E} \exp(d_C(X, A)^2/4) \leq \frac{1}{\mathbb{P}(X \in A)}.
\] (6.16)

**Exercise 6.2.** Prove Theorem 6.4 by adapting the proof of Theorem 6.1.

In Exercise 6.1 we used Theorem 6.1 to establish Theorem 5.3 for the case of Bernoulli vectors. To deduce Theorem 5.3 in general we have the following:

**Lemma 6.5** (Convex distance controls Euclidean distance). For any convex \( A \subseteq [0, 1]^n \) and \( x \in [0, 1]^n \), we have \( d_2(x, A) \leq d_C(x, A) \).

**Proof.** Let \( w \in V_A(x) \) be such that \( \|w\|_2 = d_C(x, A) \). We can express \( w = \sum_{s \in U_A(x)} \lambda_s s \) for weights \( \lambda_s \geq 0 \) with \( \sum_{s \in U_A(x)} \lambda_s = 1 \). By definition, for each \( s \in U_A(x) \) there exists \( z^s = (z^s_i)_{i=1}^n \in A - x \) such that \( |z^s_i| \leq s_i \) for all \( i \in [n] \) (note that the entries of \( z^s \) lie in \([-1, 1]\) since \( A \) and \( x \) are both contained in \([0, 1]^n\)). Letting \( z := \sum_{s \in U_A(x)} \lambda_s z_s \), we have \( |z_i| \leq |w_i| \) for all \( i \in [n] \), so

\[
d_2(x, A) = \inf_{y \in A-x} \|y\|_2 \leq \|z\|_2 \leq \|w\|_2 = d_C(x, A).
\]

**Exercise 6.3.** Use Theorem 6.4 and Lemma 6.5 to prove Theorem 5.3.

**Exercise 6.4.** Generalize Theorem 5.3 to allow \( F : \mathbb{R}^d \to \mathbb{R} \) 1-Lipschitz and convex, and \( X \in (\mathbb{B}^d)^n \) with independent components, for arbitrary \( d \in \mathbb{N} \), where \( \mathbb{B}^d \) is the closed Euclidean unit ball in \( \mathbb{R}^d \).

6.3. **A combinatorial perspective on the convex distance.** The convex distance can alternatively be expressed as a supremum over weighted Hamming distances \( d_H^\alpha \), which is useful towards applications to combinatorial optimization, as well as for clarifying the way in which Theorem 6.4 improves over McDiarmid’s inequality. Recall the weighted Hamming distances on a product space \( X = X_1 \times \cdots \times X_n \):

\[
d_H^\alpha(x, y) := \sum_{i=1}^n \alpha_i 1_{x_i \neq y_i} \quad (6.17)
\]

for a vector \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{R}_+^n \) of positive weights. As usual we take \( d_H^\alpha(x, A) = \inf_{y \in A} d_H^\alpha(x, y) \).

**Lemma 6.6.** We have

\[
d_C(x, A) = D_H(x, A) := \sup_{\|\alpha\|_2 = 1} d_H^\alpha(x, A). \quad (6.18)
\]

**Proof.** This is perhaps easiest to see with Sion’s minimax theorem, but we spell out the argument for both inequalities.

\((\leq):\) Let \( w \in V_A(x) = \text{conv}(U_A(x)) \) attain the infimum in the definition of \( d_C(x, A) \), thus \( \|w\|_2 = d_C(x, A) \). Then the hyperplane through \( w \) and perpendicular to \( w \) separates the origin from \( V_A(x) \), so for every \( v \in V_A(x) \) we have \( v \cdot w/\|w\|_2 \geq w \cdot w/\|w\|_2 = \|w\|_2 \). With
\( \alpha = w/\|w\|_2 \) we then have \( 1_J \cdot \alpha \geq \|w\|_2 \) for every \( 1_J \in U_A(x) \), and hence \( D_H(x, A) \geq d^\alpha_H(x, A) \geq \|w\|_2 = d_C(x, A) \).

\((\geq)\): Fixing arbitrary \( \alpha \in \mathbb{S}^{n-1} \cap \mathbb{R}^n_+ \) and \( w \in V_A(x) \), it suffices to show \( \|w\|_2 \geq d^\alpha_H(x, A) \). We can express \( w = \sum_{s \in U_A(x)} \lambda_s s \) for some weights \( \lambda_s \geq 0 \) such that \( \sum_{s \in U_A(x)} \lambda_s = 1 \). Then \( \|w\|_2 \geq \alpha \cdot w = \sum_s \lambda_s \alpha \cdot s \geq \min_{s \in U_A(x)} \alpha \cdot s = d^\alpha_H(x, A) \) as desired. \( \square \)

The relation to weighted Hamming distances gives us the following.

**Corollary 6.7.** Let \( X = (X_1, \ldots, X_n) \) be a random element of a product space \( \mathcal{X} = \mathcal{X}_1 \times \cdots \times \mathcal{X}_n \). Suppose \( f : \mathcal{X} \to \mathbb{R} \) has the property that for every \( x \in \mathcal{X} \) there exists \( \alpha(x) \in \mathbb{S}^{n-1} \cap \mathbb{R}^n_+ \) such that

\[
 f(x) \leq f(y) + L d^\alpha_H(x, y) \quad \forall y \in \mathcal{X}
\]

for some \( L > 0 \). Then for any \( a \in \mathbb{R} \),

\[
P(f(X) \leq a)P(f(X) \geq a + t) \leq \exp(-t^2/4L^2).
\]

(6.19)

As a consequence by taking \( a \) and \( a + t \), respectively, to be medians of \( f(X) \) in (6.20), we have

\[
P(\vert f(X) - m_f \vert \geq t) \leq 4 \exp(-t^2/4L^2) \quad \forall t \geq 0
\]

(6.21)

for any median \( m_f \) of \( f(X) \). From Exercise 4.1 we deduce that \( f(X) - \mathbb{E}f(X) \) is \( O(L) \)-sub-Gaussian.

The freedom in the Lipschitz condition (6.19) to choose weights \( \alpha(x) \) depending on the point \( x \) can give considerable power over McDiarmid’s inequality, particularly when \( f \) is defined as a supremum (or infimum) over simpler random variables. We illustrate this with two examples – for further examples we refer to [Ste97, AS16].

**Example 6.8** (Largest eigenvalue of a random matrix [AKV02]). Let \( W \) be a random \( n \times n \) symmetric matrix with independent entries \( W_{ij} \) on and above the diagonal ranging in \([0, 1]\). (This includes, for instance, the adjacency matrix for an Erdős–Rényi graph, with \( W_{ii} \equiv 0 \) and \( W_{ij} \) i.i.d Bernoulli(\( p \)) for \( i < j \).) We identify \( n \times n \) symmetric matrices \( A \) with entries \( A_{ij} \in [0, 1] \) with elements of the \( (n+1) \)-dimensional product space \([0, 1]^S \) where \( S = \{(i,j) : 1 \leq i \leq j \leq n\} \). For \( A \in [0, 1]^S \) let \( \lambda_1(A) \) be the right-most eigenvalue of the associated symmetric matrix (a.k.a. the Perron–Frobenius eigenvalue). We claim that for any \( A, B \in [0, 1]^S \), we have

\[
\lambda_1(B) \leq \lambda_1(A) + Cd_H^{\alpha(B)}(A, B) \quad \forall A, B \in [0, 1]^S
\]

(6.22)

for an appropriate unit vector \((\alpha(B))_{1 \leq i \leq j \leq n}\) of non-negative weights depending on \( B \). Indeed, fixing such \( A, B \), let \( v \) be a unit eigenvector of \( B \) with associated eigenvalue \( \lambda_1(B) \). By the Courant–Fischer minimax formula we have

\[
\lambda_1(B) - \lambda_1(A) \leq v^T(B - A)v = \sum_{i,j=1}^n v_i v_j (B_{ij} - A_{ij})
\]

\[
\leq \sum_{i,j=1}^n |v_i v_j| 1_{A_{ij} \neq B_{ij}} = \sum_{i \leq j} (1 + 1_{i \neq j}) |v_i v_j| 1_{A_{ij} \neq B_{ij}}.
\]

Since

\[
\sum_{i \leq j} (1 + 1_{i \neq j}) |v_i v_j|^2 \leq 2 \sum_{i,j=1}^n v_i^2 v_j^2 = 2
\]
we see that (6.22) holds with the unit vector $\alpha(B)$ having entries proportional to $|v_i v_j|$, where the constant of proportionality is of size $\Theta(1)$. From Corollary 6.7 and Exercise 4.1 we conclude that $\lambda_1(W) - \mathbb{E}\lambda_1(W)$ is $O(1)$-sub-Gaussian.

On the other hand, if $W_{ij}$, $1 \leq i < j \leq n$ are iid Bernoulli($p$), it is not hard to show that $\lambda_1(W)$ is typically of order $np$, the average degree in the associated random graph, so the concentration scale $O(1)$ is drastically smaller than the typical scale of $\lambda_1(W)$. We also note that the same argument as above applies when the entries are centered taking values in a bounded range, in which case $\lambda_1(W)$ is typically of size $\Theta(\sqrt{n})$, which is still much larger than the scale of fluctuations.

Finally, we note that, as with the operator norm in Example 5.7, the true scale of fluctuations in the centered case is $n^{-1/6}$. (One way to see that Talagrand’s inequality cannot capture this is that the argument applies equally to centered and uncentered random matrices, and the fluctuation scale $O(1)$ is optimal for the uncentered case considered above.)

We note that $O(1)$-sub-Gaussian concentration for $\lambda_1(W)$ can also be deduced from Theorem 5.3 by a similar argument as in Example 5.7.

Example 6.9 (Longest increasing subsequence (see also [Tal96, Theorem 6.5]). For a finite sequence $x = (x_1, \ldots, x_n) \in [0, 1]^n$, let $f(x)$ be the length of the longest increasing subsequence, that is, the largest $\ell$ such that there exist $i_1 < \cdots < i_\ell$ such that $x_{i_1} < \cdots < x_{i_\ell}$. By a similar argument as in Example 3.4 one can show that $f$ is 1-Hamming Lipschitz (changing one coordinate can only decrease the longest increasing subsequence in length by at most 1), and from Theorem 3.2 we deduce that for $X \in [0, 1]^n$ is random with independent components, $f(X)$ has sub-Gaussian concentration around its expectation at scale $O(\sqrt{n})$. However, it turns out that $\mathbb{E}f(X)$ is itself of order $\sqrt{n}$ (see [Ste97]) so this concentration is not even enough to deduce a law of large numbers for $f(X)$.

We can prove stronger concentration by verifying a stronger Lipschitz property of the form (6.19) (in fact we will get a slight variant of a “self-bounding” type). The problem is to come up with the right weight vector $\alpha(x)$ depending on $x$. For each $x \in [0, 1]^n$ let $J(x) \subset [n]$ be a set of indices of size $|J(x)| = f(x)$ that realizes the longest increasing subsequence, thus $x_i < x_j$ for all $i, j \in J(x)$ with $i < j$. (We can select $J(x)$ in some measurable fashion depending on $x$.) Then the same argument to show $f(x)$ is 1-Hamming Lipschitz actually shows

$$f(x) \leq f(y) + \sum_{i \in J(x)} 1_{x_i \neq y_i}, \forall x, y \in [0, 1]^n. \quad (6.23)$$

Indeed, given a longest increasing subsequence of $x$ on indices $J(x)$, then deleting the elements where $x_i \neq y_i$ yields an increasing subsequence for $y$, whose length is at most $f(y)$. Taking the weight vector $\alpha(x) = f(x)^{-1/2} 1_{J(x)} \in \mathbb{S}^{n-1}$, (6.23) can be reexpressed

$$f(x) \leq f(y) + f(x)^{1/2} d_H(\alpha(x), x, y), \forall x, y \in [0, 1]^n. \quad (6.24)$$

Here we can’t directly apply Corollary 6.7 since the coefficient $f(x)^{1/2}$ of the weighted Hamming distance depends on $x$. Instead we go back to Theorem 6.4 together with the identity of Lemma 6.6. Let $a \in \mathbb{R}$, $t > 0$ be arbitrary and set $A := \{f \leq a\}$, $B := \{f \geq a + t\}$. From Equation (6.24) it follows that for any $x \in [0, 1]^n$ and $y \in A$,

$$\frac{f(x) - a}{\sqrt{f(x)}} \leq \frac{f(x) - f(y)}{\sqrt{f(x)}} \leq d_H(\alpha(x), x, y).$$
Taking the infimum over $y \in A$, we get
\[
\frac{f(x) - a}{\sqrt{f(x)}} \leq \alpha_H^{(x)}(x, A) \leq d_C(x, A)
\]
by Lemma 6.6. Now since $s \mapsto (s - a)/\sqrt{s}$ is monotone increasing for $s \geq a$, we have for any $t > 0$ that
\[
\mathbb{P}(f(X) \geq a + t) \leq \mathbb{P}\left(\frac{f(X) - a}{\sqrt{f(X)}} \geq \frac{t}{a + t}\right) \\
\leq \mathbb{P}(d_C(X, A) \geq \frac{t}{a + t}) \\
\leq \frac{1}{\mathbb{P}(f(X) \leq a)} \exp\left(-\frac{t^2}{4(a + t)}\right)
\]
where the last bound follows from Theorem 6.4 and Markov’s inequality. Taking $a$ to be a median $m_f$ for $f(X)$ and $m_f - t$, respectively, yields the Bernstein-type upper and lower tail bounds
\[
\mathbb{P}(f(X) \geq m_f + t) \leq 2 \exp\left(-\frac{t^2}{4(m_f + t)}\right), \quad \mathbb{P}(f(X) \leq m_f - t) \leq 2 \exp\left(-\frac{t^2}{4m_f}\right). \quad (6.25)
\]

Remark 6.10. Like the largest eigenvalue/singular value of a centered random matrix, the longest increasing sub-sequence is another example of a random variable that “superconcentrates” at a scale not captured by Talagrand’s inequality, and moreover has asymptotically Tracy–Widom fluctuations. For a heuristic explanation of the superconcentration property see the discussion after Theorem 6.5 in [Tal96].

7. Feb 06: Random matrices – bounds on singular values

References:
- These notes
- [Ver18, Chapter 4]

7.1. Singular values of rectangular matrices. For an $n \times m$ matrix $M$ with complex entries, the singular values are the eigenvalues of $M^*M$ (or $MM^*$, up to inclusion of max$(m, n) - \min(m, n)$ singular values that are trivially zero). We label the first $\min(m, n)$ singular values in nonincreasing order
\[
\sigma_1(M) \geq \cdots \geq \sigma_{\min(m, n)}(M) \geq 0
\]
with the remaining singular values $\sigma_{\min(m, n) + 1}(M) = \cdots = \sigma_{\max(m, n)}(M) = 0$.

Consider the case the case $m \leq n$ and the entries of $M$ are real. Then $M$ defines a linear transformation from $\mathbb{R}^m$ to $\mathbb{R}^n$ (that we abusively denote by $M$). The transformation is injective if and only if $\sigma_m(M) > 0$. In fact, $\sigma_m(M)$ quantifies “how injective” $M$ is. Indeed, from the Courant–Fischer minimax theorem we have
\[
\sigma_m(M) = \inf_{u \in S^{m-1}} \|Mu\|_2, \quad \sigma_1(M) = \|M\|_{op} = \sup_{u \in S^{m-1}} \|Mu\|_2 \quad (7.1)
\]
so $\sigma_m(M), \sigma_1(M)$ are the smallest and largest factors, respectively, by which a vector is stretched by $M$. In order for an additive perturbation $M' = M + A$ to be non-injective, $A$ must have norm at least $\sigma_m(M)$, since

$$\sigma_m(M') \geq \inf_{u \in S^{m-1}} \{ \| Mu \|_2 - \| Au \|_2 \} \geq \inf_{u \in S^{m-1}} \| Mu \|_2 - \| A \|_{op} = \sigma_m(M) - \| A \|_{op}.$$ 

Geometrically, $\sigma_1(M), \ldots, \sigma_m(M)$ are the principal radii of the ellipsoid $M \mathbb{B}^n$, i.e. the image under $M$ of the closed Euclidean unit ball. The ellipsoid lies in an $m$-dimensional subspace of $\mathbb{R}^n$, and the ellipsoid is of maximal dimension $m$ if and only if $\sigma_m(M) > 0$.


Now consider an $n \times m$ matrix $X$ with independent real random entries $\xi_{ij}$ that are centered and of unit variance. (We will later relax some of these distributional assumptions.) Our focus in the next couple of lectures will be to get upper and lower bounds, correct up to constant factors, for the largest and smallest singular values of $X$.

First we review what asymptotic random matrix theory says. Suppose $n \geq m$ and $m = m_n$ is such that $m_n/n$ converges to a constant $\alpha \in (0,1)$ as $n \to \infty$, and for each $n$ we have a random matrix $X^{(n)}$ as above (we will often suppress the dependence on $n$ from the notation). The Marchenko–Pastur law states that for any fixed interval $J \subset \mathbb{R}$,

$$\frac{1}{m} |\{ k \in [m] : \sigma_k \left( \frac{1}{\sqrt{n}} X^{(n)} \right)^2 \in J \}| \to \nu_\alpha(J)$$

(7.2) in probability, where $\nu_\alpha(dx)$ is the compactly supported continuous distribution on $\mathbb{R}$ with density

$$\nu_\alpha(dx) = \frac{1}{2\pi \alpha^2} \sqrt{\beta_+ - x} (x - \beta_-) 1_{x \in [\beta_-, \beta_+]} dx$$

(7.3) with respect to Lebesgue measure, where $\beta_\pm := (1 \pm \sqrt{\alpha})^2$. We only focus on the fact that the left and right ends of the limiting support are $\beta_\pm$.

The Marchenko–Pastur law suggests that

$$\frac{1}{\sqrt{n}} \sigma_m(X) \to \beta_- , \quad \frac{1}{\sqrt{n}} \sigma_1(X) \to \beta_+$$

(7.4) in probability as $n \to \infty$. However, since the limiting law $\nu_\alpha$ only controls linear proportions of singular values, the Marchenko–Pastur law does not rule out the possibility that, say, $n^{0.9}$ singular values escape to 0 or $+\infty$. (It does, however, show that $\limsup \frac{1}{\sqrt{n}} \sigma_m(X) \leq \beta_- + \varepsilon$ and $\liminf \frac{1}{\sqrt{n}} \sigma_1(X) \geq \beta_+ - \varepsilon$ with probability $1 - o_n(1)$ for any $\varepsilon > 0$. (Exercise!).)

In particular, we expect that when $m, n$ are larger and $n/m \geq 1 + \delta$ for fixed $\delta > 0$, then all singular values of $X$ should be of size $\propto \sqrt{n}$ with high probability. This turns out to indeed be the case, at least under some additional tail assumptions on the entries $\xi_{ij}$.

The Bai–Yin law states that if the entries of $X^{(n)}$ have uniformly bounded fourth moment, i.e.

$$\sup_{n \in \mathbb{N}, i \leq n, j \leq m_n} \mathbb{E} (\xi_{ij}^{(n)})^4 < \infty$$

(7.5) then (7.4) holds in probability. (One can get almost-sure convergence under some slightly stronger assumptions, but as we are eventually concerned with quantitative bounds at finite $n$ we do not comment on this further.) Thus, in the parlance of random matrix theory, we have that the extreme singular values of $X^{(n)}$ "stick to the bulk" (i.e. the edges of the limiting support of the empirical singular value distribution).
The Bai–Yin law is established by the moment method, which controls the operator norm via control on spectral moments: noting that for any $\ell \in \mathbb{N}$,

$$
\|X\|_{\text{op}}^{2\ell} = \lambda_1((X^T)^{2\ell}) \leq \sum_{j=1}^{n} \lambda_j(X^T X)^{2\ell} = \text{Tr}[(X^T X)^{2\ell}] \tag{7.6}
$$

one aims to estimate $\mathbb{E}\text{Tr}[(X^T X)^{2\ell}]$ to leading order for large powers $\ell$. Expanding out $(X^T X)^{2\ell}$, we get a sum over products of $4\ell$ entries of $X$. Many of these terms disappear after taking expectation (for instance any product of entries where some entry appears exactly once in the product, by the independence and centering assumption). It turns out that the leading order contribution comes from “walks” of length $4\ell$ with each participating entry appearing exactly twice, and we reduce to a counting problem. We refer to the books [AGZ10, Tao12] for detailed arguments.

We will instead take an easier geometric route to showing a softer bound $O(\sqrt{n})$ of the correct order for the operator norm. The advantage of the geometric approach is that it is much shorter, and also easier to generalize to matrices with structure or dependence among entries.

7.3. The square case. Note that when $m = n$, the Bai–Yin law already follows quickly from the Marchenko–Pastur law. Indeed, we have $\sigma_n(X/\sqrt{n}) \geq 0$ for all $n$, whereas if $\sigma_n(X/\sqrt{n}) \geq \varepsilon$ infinitely often then we get a contradiction to (7.2) since $\nu_1$ has positive density in a neighborhood of 0.

The question is then: what is the order of vanishing of $\sigma_n(X/\sqrt{n})$? In particular we have the very basic question: Is $X$ invertible with high probability?

(7.2) suggests that $\sigma_n(X/\sqrt{n})$ may be of order $1/n$, assuming the singular values are roughly evenly spaced within the limiting support $[0, 4]$, and this turns out to be the case, but this fact was not obtained in any level of generality until the past couple of decades (whereas the problem was brought up by von Neumann in the 1940s, motivated by his work in numerical analysis for the Los Alamos project).

The invertibility question is trivially “yes, with probability 1” for matrices with densities that are continuous with respect to Lebesgue measure, since the set of singular matrices is a variety of Lebesgue measure zero in the space $\mathbb{R}^{n \times n}$ (the zero set of the determinant polynomial). But it turned out to be a surprisingly subtle question in the discrete case, of which the most basic example is random Bernoulli matrices. The first positive answer in this case came from Komlós in 1967 [Kom67], making an ingenious connection with anticoncentration properties for scalar random walks, which later motivated a long line of refinements of his bound on the singularity probability using methods from additive combinatorics. An optimal bound at exponential scale was only obtained in the last few years by Tikhomirov [Tik20]; we refer to his work and references therein for more history on this problem.

8. Feb 08: Random matrices – bounds on singular values (cont.)

8.1. Easy arguments. To get a feel for the problem of bounding the typical size of singular values, we see first see how far we can get from very basic observations. We’ll be a bit loose with language (saying “with high probability”) but these arguments can be made precise for $X$ having iid entries and suitable tail hypotheses.
First it’s not hard to see
\[ \sigma_1(X) \gtrsim \sqrt{n} \quad (8.1) \]
with high probability. Indeed, from the variational formula, we see the norm is bounded below by the norm of the first column of \(X\):
\[ \sigma_1(X) = \|X\|_{\text{op}} = \sup_{u \in S^{m-1}} \|Xu\|_2 \geq \|Xe_1\|_2 \]
where \(e_1\) is the first canonical basis vector. Now \(\|Xe_1\|_2^2 = \sum_{j=1}^n \xi_j^2\) is a sum of independent variables with mean \(n\), so \(\|Xe_1\|_2 \gtrsim \sqrt{n}\) with high probability.

On the other hand, it’s also not hard to see that most singular values are of size \(O(\sqrt{n})\) with high probability, i.e. for any \(\varepsilon \in (0,1)\), with high probability
\[ \sigma_{[\varepsilon m]}(X) \lesssim \varepsilon \sqrt{n}. \quad (8.2) \]
Indeed, we can express the Frobenius norm of \(X\) in two different ways:
\[ \sum_{i,j} \xi_{ij}^2 = \|X\|_F^2 = \sum_{k=1}^m \sigma_k(X)^2. \quad (8.3) \]
The left hand side is a sum of independent variables of expectation 1, so from Markov’s inequality,
\[ \mathbb{P}(\|X\|_F^2 \geq Knm) \leq \frac{1}{K} \]
for all \(K > 0\). Hence, with probability \(1 - O(K^{-1})\),
\[ \frac{1}{m} \sum_{k=1}^m \sigma_k(X)^2 \leq Kn. \]
On the event that the above bound holds, an application of Markov’s inequality to the sum over \(k\) shows that all but at most \(\varepsilon n\) of the singular values have size \(O(\sqrt{n})\), as claimed. (One can improve the probability bound under higher moment assumptions on the entries – for instance if they are sub-Gaussian than we have a Bernstein-type exponential tail for \(\|X\|_F^2 - nm\) (exercise!).)

The bounds (8.1) and (8.3) are weak but already capture the correct scale \(\sqrt{n}\) for typical singular values.

8.2. **Upper tail for the norm.** Recall that a random vector \(X \in \mathbb{R}^n\) is \(K\)-sub-Gaussian if \(\langle X, u \rangle\) is \(K\)-sub-Gaussian for every deterministic \(u \in S^{n-1}\). The following gives a wide class of such vectors:

**Lemma 8.1.** *Let \(X = (\xi_1, \ldots, \xi_n)\) have independent \(K\)-sub-Gaussian components. Then \(X\) is \(K\)-sub-Gaussian.*

**Proof.** Fix an arbitrary \(u \in S^{n-1}\). From (2.6) and homogeneity of the \(\psi_2\)-norm,
\[ \|\langle X, u \rangle\|_{\psi_2}^2 \lesssim \sum_{i=1}^n \|u_i\|_{\psi_2}^2 \|\xi_i\|_{\psi_2}^2 = \sum_{i=1}^n u_i^2 \|\xi_i\|_{\psi_2}^2 \leq K^2 \|u\|_2^2 = K^2 \]
as desired. \(\square\)
Further examples of $K$-sub-Gaussian vectors not covered by Lemma 8.1 include uniform random points in the scaled sphere $\sqrt{n}S^{n-1}$, and Gaussian vectors $X \sim N(0, \Sigma)$ (with $K = O(\|\Sigma\|_{\text{op}})$).

In this subsection we prove the following:

**Theorem 8.2** (Upper tail for the operator norm). Let $X$ be $n \times n$ with independent $K$-sub-Gaussian rows $R_1, \ldots, R_n$. Then

$$
\mathbb{P}(\|X\|_{\text{op}} \geq t\sqrt{n}) \leq \exp(-ct^2 n/K^2) \quad \forall t \geq C_0 K
$$

for some absolute constant $C_0$.

**Remark 8.3.** Note this implies the more general statement assuming $X$ is $n \times m$ with $m \leq n$, since such a matrix can be extended to an $n \times n$ matrix as in Theorem 8.2 by adding $n - m$ columns of zeros.

The proof will be broadly similar to the proof of the Johnson–Lindenstrauss lemma (Theorem 1.5), in that we will first get an upper tail for the norm $\|Xu\|_2$ of the image of a fixed vector $u$ in the sphere, and then get uniform control over all points by taking a union bound. However, in Theorem 1.5 the collection of points is finite from the start. Here we need to control the random continuous function $u \mapsto \|Xu\|_2$ over the uncountable set $S^{n-1}$. This will require a discretization step.

**Lemma 8.4.** With $X$ as in Theorem 8.2, let $u \in S^{n-1}$ be arbitrary and deterministic (or independent of $X$). Then

$$
\mathbb{P}(\|Xu\|_2 \geq t\sqrt{n}) \leq \exp(-ct^2 n/K^2) \quad \forall t \geq CK.
$$

**Proof.** Fix $u$. By definition, for each $i \in [n]$ we have

$$
\mathbb{E}\exp((X, u)^2/K^2) \leq 2.
$$

By independence,

$$
\mathbb{E}\exp(\|Xu\|_2^2/K^2) = \prod_{i=1}^{n} \mathbb{E}\exp((X, u)^2/K^2) \leq 2^n.
$$

The claim then follows from Markov’s inequality.  

**Definition 8.5** ($\varepsilon$-net). Let $T$ be a subset of a metric space. A subset $\mathcal{N} \subset T$ is an $\varepsilon$-net for $T$ if for every $x \in T$ there exists $y \in \mathcal{N}$ that is within distance at most $\varepsilon$ of $x$.

Any compact subset of $\mathbb{R}^n$ has an $\varepsilon$-net. However, in high-dimensional probability we tend to need $\varepsilon$-nets of size that is quantitatively controlled in terms of the dimension $n$. Thus, the size of an $\varepsilon$-net for a set $T$ quantifies “how compact” $T$ is. The logarithm of the minimal size of an $\varepsilon$-net is sometimes called the “metric entropy” of $T$. The following then says that the metric entropy of the sphere in $\mathbb{R}^n$ is on the order of its dimension $n$.

**Lemma 8.6** (Metric entropy of the sphere). For any $T \subset S^{n-1}$ and $\varepsilon \in (0, 1)$, $T$ has an $\varepsilon$-net (under the Euclidean metric on $\mathbb{R}^n$) of size at most $(3/\varepsilon)^n$.

**Proof.** We consider the special case $T = S^{n-1}$ (which is all we need to prove Theorem 8.2), leaving the general case as an exercise. Let $\mathcal{N} \subset S^{n-1}$ be an $\varepsilon$-separated set that is maximal under the partial order $\subseteq$ of set inclusion. Thus, $\|x - y\|_2 \geq \varepsilon$ for all distinct $x, y \in \mathcal{N}$ and any set $\mathcal{N}' = \mathcal{N} \cup \{z\}$ formed by adjoining a single new element of $S^{n-1}$ is not $\varepsilon$-separated.
One can obtain such \( \mathcal{N} \) by starting with a set of a single point \( \mathcal{N}_1 = \{ x_1 \} \) and for each \( k \geq 2 \) finding a point \( x_k \) that is distance at least \( \varepsilon \) from \( \mathcal{N}_{k-1} \), and setting \( \mathcal{N}_k := \mathcal{N}_{k-1} \cup \{ x_k \} \). This procedure is guaranteed to stop within a finite number of steps depending only on \( n \) and \( \varepsilon \) (why?), ending with a maximal \( \varepsilon \)-separated set.

We claim \( \mathcal{N} \) is an \( \varepsilon \)-net of the claimed cardinality. To see that \( \mathcal{N} \) is an \( \varepsilon \)-net, assume toward a contradiction that there exists \( z \in \mathbb{S}^{n-1} \) of distance at least \( \varepsilon \) from every point of \( \mathcal{N} \). Then \( \mathcal{N} \cup \{ z \} \) would be \( \varepsilon \)-separated, contradicting the maximality assumption.

To see the cardinality bound, note that the set \( E = \mathcal{N} + \frac{\varepsilon}{2} \mathbb{B}^n \) (the union of balls of radius \( \frac{\varepsilon}{2} \) with centers at the points of \( \mathcal{N} \)) is a union of \( |\mathcal{N}| \) pairwise disjoint such balls. Assume for convenience that the balls are open. Indeed, if two of the balls had nonempty overlap, by the triangle inequality we would contradict the assumption that \( \mathcal{N} \) is \( \varepsilon \)-separated. Thus, the Lebesgue measure of \( E \) is

\[
\text{Leb}(E) = |\mathcal{N}| \text{Leb}(\frac{\varepsilon}{2} \mathbb{B}^n) = |\mathcal{N}|(\varepsilon/2)^n \text{Leb}(\mathbb{B}^n).
\]

On the other hand, we certainly have \( E \subset \frac{3}{2} \mathbb{B}^n \), so

\[
\text{Leb}(E) \leq \text{Leb}(\frac{3}{2} \mathbb{B}^n) = (3/2)^n \text{Leb}(\mathbb{B}^n).
\]

Combining with the previous bound yields the claim. \( \square \)

(Note how we didn’t need to know the volume of \( \mathbb{B}^n \) for the above argument.)

**Exercise 8.1.** Prove the general case of Lemma 8.6.

**Exercise 8.2.** Formulate and prove a generalization of Lemma 8.6 for \( \mathbb{R}^n \) equipped with a general norm \( \| \cdot \| \) in place of \( \| \cdot \|_2 \).

9. **Feb 13: Random matrices – singular values and restricted isometry property**

9.1. **Concluding the proof of Theorem 8.2.** Now that we have nets of reasonable size, we need a continuity argument to pass from the supremum over \( \mathbb{S}^{n-1} \) to a maximum over a finite net.

**Lemma 9.1** (Passing to a net). Let \( \varepsilon \in (0, 1) \) and let \( \mathcal{N} \) be an \( \varepsilon \)-net for \( \mathbb{S}^{n-1} \). For any \( m \times n \) matrix \( M \),

\[
\| M \|_{\text{op}} = \sup_{u \in \mathbb{S}^{n-1}} \| Mu \|_2 \leq \frac{1}{1 - \varepsilon} \sup_{u \in \mathcal{N}} \| Mu \|_2.
\] (9.1)

**Proof.** Let \( v \in \mathbb{S}^{n-1} \) such that \( \| Mv \|_2 = \| M \|_{\text{op}} \). There exists \( u \in \mathcal{N} \) such that \( \| v - u \|_2 \leq \varepsilon \). Then by the triangle inequality and the definition of the operator norm,

\[
\| M \|_{\text{op}} = \| Mv \|_2 = \| Mu + M(v - u) \|_2 \leq \| Mu \|_2 + \| M(v - u) \|_2 \leq \| Mu \|_2 + \| M \|_{\text{op}} \| v - u \|_2 \leq \| Mu \|_2 + \varepsilon \| M \|_{\text{op}}.
\]

Rearranging and taking the supremum over \( u \) completes the proof. \( \square \)

**Proof of Theorem 8.2.** From Lemma 8.6 we may fix a \( \frac{1}{2} \)-net \( \mathcal{N} \) for \( \mathbb{S}^{n-1} \) of cardinality \( |\mathcal{N}| \leq 6^n \). Then from Lemma 9.1 and the union bound,

\[
P(\| X \|_{\text{op}} \geq t\sqrt{n}) \leq P(\exists u \in \mathcal{N} : \| X u \| \geq \frac{1}{2} t \sqrt{n}) \leq \sum_{u \in \mathcal{N}} P(\| X u \|_2 \geq \frac{1}{2} t \sqrt{n}).
\]
From Lemma 8.4 and taking $C_0$ sufficiently large, each term in the sum is bounded by $\exp(-ct^2 n/K^2)$. Thus,

\[ P(\|X\|_\infty \geq t\sqrt{n}) \leq |N| \exp(-ct^2 n/K^2) \leq \exp(n(\log 6 - ct^2/K^2)) \leq \exp(-\frac{1}{2}ct^2 n/K^2) \]

taking $C_0$ larger if necessary. \(\square\)

Remark 9.2. The proof of Theorem 8.2 illustrates a common thread to many arguments in high-dimensional probability to get uniform control on extreme values of a stochastic process $(X_t)_{t \in T}$, where the index set $T$ is a general metric space. By passing to a net and taking a union bound, the upper tail for the supremum $\sup_{t \in T} X_t$ comes down to a competition between the metric entropy of $T$ and the exponential tail for $X_t$ at arbitrary fixed $t$ provided by concentration of measure. A similar but slightly more delicate approach is needed to control the smallest singular value of rectangular matrices, i.e. $N \times n$ with $N \geq (1 + \delta)n$ for an arbitrary constant $\delta > 0$ – then the competition is between the metric entropy of $S_n$ and small ball probabilities for the image of a fixed vector. Later in the course we’ll see more advanced arguments based on chaining, where one uses a sequence of approximations to the maximizing point $t$ at multiple scales, which is sometimes necessary in order to capture the correct order of the upper tail.

9.2. Tall isotropic random matrices are almost isometries. For rectangular matrices of sufficiently large aspect ratio $N/n$ we can control both ends of the singular value distribution using a similar argument as for the proof of Theorem 8.2. Of course, to control the smallest singular value from below we need some additional assumption on the distribution of the rows (recall that Theorem 8.2 covers the matrix of all zeros).

**Theorem 9.3** (Very tall sub-Gaussian matrices are almost isometries). Let $X$ be an $N \times n$ matrix with independent $K$-sub-Gaussian rows $R_1, \ldots, R_N \in \mathbb{R}^n$ that are centered and isotropic, i.e. $\mathbb{E}R_i = 0$ and $\mathbb{E}R_i^T R_i = I_n$. For every $\varepsilon \in (0, 1)$, if $N \geq C_0 K^4 \varepsilon^{-2} n$, then

\[ P\left( \sup_{u \in \mathbb{S}^{n-1}} \left| \frac{1}{\sqrt{N}} X u \right|_2 - 1 \geq \varepsilon \right) \leq \exp(-c\varepsilon^2 N/K^4). \quad (9.2) \]

We may equivalently express the event in (9.2) as

\[ 1 - \varepsilon \leq \sigma_n(\frac{1}{\sqrt{N}} X) \leq \sigma_1(\frac{1}{\sqrt{N}} X) \leq 1 + \varepsilon. \quad (9.3) \]

In particular we have as an immediate corollary the following non-asymptotic result recovering the correct scaling $1 + O(\sqrt{\alpha})$ of the edges of the support with the aspect ratio $\alpha = n/N$ as in the Bai–Yin theorem.

**Corollary 9.4.** If $n/N \leq \alpha$ then with probability at least $1 - e^{-n}$, all of the singular values of $\frac{1}{\sqrt{N}} X$ lie in $[1 - O(K\sqrt{\alpha}), 1 + O(K\sqrt{\alpha})]$.

We can deduce Theorem 9.3 from the following result of independent interest.

**Theorem 9.5** (Quantitative Law of Large Numbers for sample covariance matrices). With assumptions as in Theorem 9.3, we have

\[ P(\|\frac{1}{N} X^T X - I_n\|_\infty \geq \varepsilon) \leq \exp(-c\varepsilon^2 N/K^4). \quad (9.4) \]

In the language of statistics, we consider a collection $R_1, \ldots, R_N$ of iid samples from a distribution on $\mathbb{R}^n$ of mean $\mu \in \mathbb{R}^n$ and covariance matrix $\Sigma = \mathbb{E}R_i^T R_i$. The sample mean
\( \overline{R} = \frac{1}{N} \sum_{i=1}^{N} R_i \) provides an unbiased estimator of the population mean \( \mu \), and the sample covariance matrix \( \hat{\Sigma} = \frac{1}{N} \sum_{i=1}^{N} (R_i - \overline{R})^T (R_i - \overline{R}) \) is a nearly unbiased estimator of the population covariance matrix \( \Sigma \) (a computation shows \( E \hat{\Sigma} = (1 - \frac{1}{N}) \Sigma \), so that this estimator has slight bias). (With slight abuse of terminology, in random matrix theory we often refer to a matrix of the form \( \frac{1}{\sqrt{N}} X^T X = \frac{1}{N} \sum_{i=1}^{N} R_i^T R_i \) for centered random row vectors \( R_i \) as a sample covariance matrix, removing the small shifts by the sample mean.)

In the centered isotropic setting of Theorem 9.5, the law of large numbers says in the large sample limit \( N \to \infty \) with \( n \) fixed, the sample covariance matrix \( \frac{1}{N} X^T N \) converges to the population covariance matrix \( I_n \) (in any norm). Theorem 9.5 refines this to a non-asymptotic result, showing that \( \frac{1}{N} X^T X \) is a good approximation for the population mean as soon as \( N \) is at least a sufficiently large constant times the dimension \( n \) of the data (for fixed \( K \) and \( \varepsilon \)). This result allows both \( n \) and \( N \) to be large, which is important for modern applications to high-dimensional data.

To see how Theorem 9.5 implies Theorem 9.3, note that for arbitrary fixed \( u \in \mathbb{S}^{n-1} \) we have

\[
\left| \frac{1}{\sqrt{N}} \| Xu \|_2 - 1 \right| \leq \frac{1}{N} \| Xu \|_2^2 - 1 = | \langle u, (\frac{1}{N} X^T X - I_n) u \rangle | \leq \| \frac{1}{N} X^T X - I_n \|_{\text{op}}.
\]

Theorem 9.5 can be proved using a net and concentration of measure.

**Exercise 9.1.** Prove Theorem 9.5. (Hint: use a net to get uniform control on the quadratic form \( \langle u, (\frac{1}{N} X^T X - I_n) u \rangle \) for \( u \in \mathbb{S}^{n-1} \). For pointwise tails you can use something like Lemma 1.8 from the proof of the Johnson–Lindenstrauss lemma.)

### 9.3. The restricted isometry property for random matrices.

In the field of compressed sensing, one is interested in solving an underdetermined linear system

\[
y = Ax
\]

for given \( y \in \mathbb{R}^m \) and \( m \times n \) matrix \( A \) with \( n \gg m \). We call \( A \) a measurement matrix and think of the given data \( y = (y_k)_{k=1}^m \) as a list of “measurements” \( y_k = \langle r_k, x \rangle \) of the vector \( x \), where \( r_k \) are the rows of \( A \). For instance, we might measure a signal \( x \) by measuring a few of its Fourier coefficients, taking \( r_k = (\exp(2\pi ikj/n))_{j=1}^n \) (or the real or imaginary part of this); in this case \( A \) is formed by taking \( m \) rows from the discrete Fourier transform matrix.

Of course, from linear algebra we know that if this system has a solution, it is not uniquely determined. However, in many applications we know more about \( x \): that it is sparse in some basis. Then if the measurement vectors \( r_k \) are sufficiently “incoherent” in this basis, it turns out that \( x \) can be recovered exactly by a solving simple convex optimization problem.

There is a natural extension of this problem to incorporate possible noise in the measurements, taking instead

\[
y = Ax + w
\]

where \( w \) has, say, independent Gaussian entries of some variance \( \sigma^2 \). However, we don’t consider the noisy recover problem in these notes and refer to [Ver18, Chapter 10].

For \( v \in \mathbb{R}^n \) we write \( \|v\|_0 := | \text{supp}(v) | \) for the cardinality of its support \( \text{supp}(v) = \{ j \in [n] : v_j \neq 0 \} \). A vector \( v \) is said to be \( r \)-sparse if \( \|v\|_0 \leq r \).

**Definition 9.6** (Restricted isometry property). For integers \( m, n, r \) and \( \varepsilon \in (0, 1) \), an \( m \times n \) matrix \( A \) is said to have the restricted isometry property with parameters \( r, \varepsilon \) (or, “\( A \) is
RIP\((r, \varepsilon)\) for short) if
\[
(1 - \varepsilon)\|v\|_2 \leq \|Av\|_2 \leq (1 + \varepsilon)\|v\|_2 \quad \text{for all } r\text{-sparse } v \in \mathbb{R}^n. \quad (9.7)
\]
Equivalently, \(A\) is RIP\((r, \varepsilon)\) if
\[
1 - \varepsilon \leq \sigma_r(A_J) \leq \sigma_1(A_J) \leq 1 + \varepsilon \quad (9.8)
\]
for all \(J \in \binom{[n]}{r}\) (the set of subsets of \([n]\) of size \(r\)), where \(A_J\) is the \(m \times r\) matrix formed by the columns of \(A\) lying in \(J\).

The usefulness of the RIP for compressed sensing is encapsulated by the following:

**Theorem 9.7.** Let \(s, m, n \in \mathbb{N}\) and suppose an \(m \times n\) matrix \(A\) is RIP\((r, \varepsilon)\) for some \(\varepsilon \in (0, 1)\) and integer \(r > 4s(1 - \varepsilon)^2\) for all \(r\)-sparse \(v \in \mathbb{R}^n\).

Informally, to recover \(r\)-sparse signals in \(\mathbb{R}^n\), we can use a random matrix as in Theorem 9.8 with \(\gg r \log n\) rows.

**Proof.** See [Ver18, §10.5.2]. \(\Box\)

It is thus of interest to have measurement matrices with the restricted isometry property, ideally with very few rows compared to the dimension \(n\) of the data. Note that an RIP\((r, \varepsilon)\) matrix necessarily has at least \(r\) rows. As an easy corollary of Theorem 9.3 we see that matrices with independent isotropic sub-Gaussian rows have this property with high probability, as soon as \(m\) is at least a log factor larger than the sparsity of the data.

**Theorem 9.8 (RIP for random matrices).** Let \(X\) be \(m \times n\) with independent centered isotropic \(K\)-sub-Gaussian rows. Then for every \(r \leq n\) and \(\varepsilon \in (0, 1)\), if
\[
m \geq C_0 K^4 \varepsilon^{-2} r \log \left(\frac{enr}{r} \right) \quad (9.10)
\]
then \(\frac{1}{\sqrt{m}}X\) is RIP\((r, \varepsilon)\) with probability at least \(1 - \exp(-c_1^2m/K^4)\).

Informally, to recover \(r\)-sparse signals in \(\mathbb{R}^n\), we can use a random matrix as in Theorem 9.8 with \(\gg r \log n\) rows.

**Proof.** From (9.8), we want to show
\[
\mathbb{P}(\mathcal{G}) \geq 1 - \exp(-c_0\varepsilon^2m/K^4) \quad (9.11)
\]
for some constant \(c_0 > 0\), where
\[
\mathcal{G} := \bigcap_{J \in \binom{[n]}{r}} \mathcal{G}_J, \quad \mathcal{G}_J := \{1 - \varepsilon \leq \sigma_r\left(\frac{1}{\sqrt{m}}X_J\right) \leq \sigma_1\left(\frac{1}{\sqrt{m}}X_J\right) \leq 1 + \varepsilon\}.
\]
From Theorem 9.3 and (9.3), for each \(J \in \binom{[n]}{r}\) we have
\[
\mathbb{P}(\mathcal{G}_J) \geq 1 - \exp(-c_1\varepsilon^2m/K^4)
\]
for some constant \(c_1 > 0\), as long as \(m \geq C_0 K^4 \varepsilon^{-2} r\), which holds by our assumption (9.10). Applying the union bound,
\[
\mathbb{P}(\mathcal{G}^c) = \sum_{J \in \binom{[n]}{r}} \mathbb{P}(\mathcal{G}_J^c) \leq \left(\begin{array}{c}n \\ r \end{array}\right) \exp(-c_1\varepsilon^2m/K^4) \leq \exp \left( r \log \left(\frac{enr}{r} \right) - c_1\varepsilon^2m/K^4 \right)
\]
where we applied the elementary estimate \(\left(\begin{array}{c}n \\ r \end{array}\right) \leq \left(\frac{en}{r} \right)^r\) for Binomial coefficients. The claim (9.11) now follows from the assumption (9.10), taking \(c_0 = c_1/2\) and \(C_0\) sufficiently large. \(\Box\)
The RIP was introduced in the work [CT06] of Candès and Tao (where it was called the Uniform Uncertainty Principle). That work established Theorem 9.8 for the case that \( X \) has iid Gaussian or Rademacher entries, as well as the much more challenging case that the \( m \) rows are sampled uniformly and independently (without replacement) from the \( n \times n \) discrete Fourier transform matrix, showing that \( m \gg r \log^C n \) Fourier coefficients are sufficient for some constant \( C \). This latter result has been sharpened (lowering the order \( C \) of the poly-log factor); see [RV08,Bou14,HR17].

The difficulty for establishing RIP for sub-sampled Fourier matrices is that there is less randomness (in particular less concentration of measure) to compete with the union bounds taken over all subsets of columns and all points in nets for the respective spheres. These results rely on a more subtle net construction based on an idea going back to an argument of Maurey, and is summarized in the following exercise. The basic idea for efficiently covering a set \( T \) with balls is to contain \( T \) in a convex set \( U \) with a small number of extreme points; an efficient covering of \( U \) is then obtained by a probabilistic argument.

**Exercise 9.2** (Maurey’s empirical method for constructing nets). In this exercise the set of \( r \)-sparse unit vectors in \( \mathbb{R}^n \) is denoted

\[
S_{n,r} = \{ u \in \mathbb{S}^{n-1} : |\text{supp}(u)| \leq r \}. \tag{9.12}
\]

(a) Let \( w_1, \ldots, w_m \in \mathbb{R}^n \) be \( m \) points in the cube \( \mathbb{B}_\infty^n \), i.e. \( ||w_i||_\infty \leq 1 \) for each \( i \), and let \( T \) be their convex hull. For a given \( y = \sum_{k=1}^m \alpha_k w_k \in T \), let \( Y_1, \ldots, Y_N \) be iid vectors in \( \{w_1, \ldots, w_m\} \) with distribution \( \sum_{k=1}^m \alpha_k \delta_{w_k} \) (so \( \mathbb{P}(Y_i = w_k) = \alpha_k \) for each \( i,k \)). With \( \bar{Y}_N = \frac{1}{N} \sum_{i=1}^N Y_i \) the sample mean, show that for any \( \varepsilon > 0 \),

\[
\mathbb{P}(\|y - \bar{Y}_N\|_\infty > \varepsilon) \leq 2n \exp(-c\varepsilon^2 n).
\]

(*Hoeffding’s inequality will be useful for this.*)

(b) Deduce that \( T \) can be covered by \( \exp(O(\varepsilon^{-2}(\log n)(\log m))) \) translates of \( \varepsilon \cdot \mathbb{B}_\infty^n \) with centers in \( T \) (i.e. \( T \) has an \( \varepsilon \)-net under the \( \ell_\infty \) metric of size \( \exp(O(\varepsilon^{-2}(\log n)(\log m))) \)).

(c) Let \( H \) be an \( n \times n \) matrix with entries bounded by \( 1 \). With \( S_{n,r} \) as in (9.12), show that \( S_{n,r} \subset \sqrt{n} \mathbb{B}_1^n \), and use this to construct an \( \varepsilon \)-net for \( HS_{n,r} = \{ Hu : u \in S_{n,r} \} \) under the \( \ell_\infty \) metric of size \( \exp(O(\varepsilon^{-2}r(\log n)^2)) \). (*Hint: Note that \( \mathbb{B}_1^n \) is the convex hull of the \( 2n \) signed standard basis vectors \( \pm e_1, \ldots, \pm e_n \).*).

But how about constructing RIP matrices with no randomness at all? Currently the best result direction is by Bourgain et al. [BDF+11], using techniques from additive combinatorics and number theory. This was the first work to break the “square-root barrier” for deterministic constructions, achieving RIP\((r, \varepsilon)\) with \( m = \Theta(r^{2-c}) \) for a small universal constant \( c > 0 \).

### 10. Feb 15+: Random matrices – norm of the inverse

#### 10.1. The smallest singular value for rectangular matrices.

Theorem 9.3 shows the smallest singular value of an \( N \times n \) matrix \( X \) with independent isotropic sub-Gaussian rows is of size \( \gtrsim \sqrt{N} \) with high probability, provided \( N \) is a sufficiently large constant multiple of \( n \). Recall that a key element of the proof was concentration properties of inner products \( \langle R_i, u \rangle \) with a row of \( X \) and a fixed unit vector \( u \in \mathbb{S}^{n-1} \).

We turn now to lower bounds on the smallest singular value \( \sigma_n(X) \) for matrices with \( N \sim (1 + \gamma)n \) for an arbitrary fixed \( \gamma \geq 0 \), the square case \( \gamma = 0 \) being the most delicate. As we’ll see, the key to lower bounding the smallest singular value boils down to
anti-concentration properties of projections of rows. For this the strong sub-Gaussian tail property is not important – we will hence make much lighter tail assumptions on the entries, only assuming a bounded third moment (which could be relaxed to bounded moments of order $2 + \varepsilon$ without much more work). We do however assume the entries of the rows are independent.

We first consider the case that $N \geq (1 + \gamma)n$ for arbitrary fixed $\gamma > 0$, which is covered by the following result from [LPRTJ05].

**Theorem 10.1.** Let $N, n \in \mathbb{N}$ with $N \geq (1 + \gamma)n$ for some $\gamma > 0$. Let $X$ be an $N \times n$ matrix with independent centered real entries $\xi_{ij}$ satisfying

$$1 \leq \mathbb{E}\xi_{ij}^2, \quad \mathbb{E}|\xi_{ij}|^3 \leq A$$

for some finite $A$. For any $L > 0$, there exist $a = a(\gamma, A, L) > 0$ and $b = b(A) > 0$ such that

$$\mathbb{P}(\sigma_n(X) \leq a\sqrt{N}, \sigma_1(X) \leq L\sqrt{N}) \leq 2e^{-bN}. \quad (10.1)$$

**Remark 10.2.** While we only assume a uniformly bounded third moment for the entries, it’s worth noting that one needs to assume at least a uniformly bounded fourth moment for the event that $\|X\| \leq L\sqrt{N}$ to hold with high probability. In any case, these moment hypotheses are much weaker than the sub-Gaussian hypothesis from Theorem 9.3.
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