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SOLUTIONS, SPECTRUM, AND DYNAMICS
FOR SCHRÖDINGER OPERATORS ON

INFINITE DOMAINS

A. KISELEV and Y. LAST

1. Introduction and main results. In this paper we investigate the relations be-
tween the rate of decay of solutions of Schrödinger equations, continuity properties
of spectral measures of the corresponding operators, and dynamical properties of the
corresponding quantum systems. The first main result of this paper shows that, in
great generality, certain upper bounds on the rate of growth ofL2 norms of gener-
alized eigenfunctions over expanding balls imply certain minimal singularity of the
spectral measures. Consider an operatorH�V defined by the differential expression

H�V = −�+V (x)
on some connected infinite domain� with a smooth boundary and with Dirichlet
boundary conditions on∂�. The case of� = Rd is not excluded; no boundary
conditions are needed in this case. To every vectorφ ∈ L2(�) we associate a spectral
measureµφ in the usual way (namely,µφ is the unique Borel measure onR obeying∫
f (E)dµφ(E) = (f (H�V )φ,φ) for any Borel functionf ). For any measureµ, we

define the upperα-derivativeDαµ(E) in the standard way:

Dαµ(E)= limsup
δ→0

µ(E−δ,E+δ)
δα

.

We denote byBR the ball of radiusR centered at the origin, and we use the notation
‖f ‖BR for theL2 norm of the functionf restricted toBR. We denote byWl

m the
usual Sobolev spaces of functionsf such thatDlf exists in the distributional sense
and

∫
(|u|m+|Dlu|m)dx <∞.We say thatf (x) ∈Wl

m,loc(�) if f (x) ∈Wl
m(�∩BR)

for everyR <∞. One of the main theorems that we prove here is the following.

Theorem 1.1. Assume that the potentialV (x) belongs toL∞
loc and is bounded

from below, and that� is a domain with piecewise smooth boundary. Suppose that
there exists a distributional solutionu(x,E) of the generalized eigenfunction equation(

H�V −E)u(x,E)= 0(1)
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satisfying the boundary conditions and such that for someα, 0 ≤ α ≤ 1, we have

lim inf
R→∞ R−α

∫
BR∩�

|u(x,E)|2dx <∞.(2)

Fix some compactly supportedφ(x) ∈ L2(�) such that∫
�

φ(x)u(x,E)dx �= 0.

Then we have

Dαµφ(E) > 0.

Remarks. (1) Notice that under our assumptions on the potential, we haveu ∈
W2

2,loc by standard results on Sobolev estimates for elliptic operators (see, e.g., [12]),
and the boundary values foru are well defined.

(2) We choose not to formulate Theorem 1.1 for more general classes of potentials,
domains, and boundary conditions in order to be able to give a transparent proof.
Certainly, we can extend this theorem to wider classes of potentials and boundary
conditions. The nature of the limitations is clear from the proof and the Stark operators
example in Appendix B. For instance, when� = Rd , we only ask that the negative
part of the potential,V−, belong to the Kato classKd (see, e.g., [3], [39] for the
definition of Kato classes).

(3) If we replace<∞ in equation (2) by= 0, we obtain thatDαµφ(E)= ∞.

Theorem 1.1 provides information on the pointwise behavior of spectral mea-
sures from rather simple and natural assumptions about the behavior of generalized
eigenfunctions. From this theorem follow new criteria for the existence of absolutely
continuous spectrum or singular continuous spectrum of given dimensional character-
istics (see Section 2, and, in particular, Theorem 2.5 for more details). This contrasts
the well-known result (see [5], [38], [39]) that existence of a polynomially bounded
(but notL2) solution of (1) implies that the energyE belongs to the essential spectrum
of HV but gives no further information on the structure of the essential spectrum. To
the best of our knowledge, Theorem 1.1 is the first rigorous result providing a relation
between the behavior of solutions and pointwise properties of the spectral measures
for multidimensional Schrödinger operators.

A result analogous to Theorem 1.1 also holds for discrete Schrödinger operators
defined on some�⊂ Zd by

(hvu)(n)=
∑

|m−n|=1,m∈�
u(m)+v(n)u(n).

We discuss this extension in Section 3. In Appendix A, we also indicate that results
similar to Theorem 1.1 hold for more general elliptic and higher-order operators.
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The motivation for seeking relations between the pointwise in energy behavior
of solutions and properties of spectral measures comes from the fact that in many
problems the solutions are among the objects we can hope to investigate. When we
are interested in the fine structure of the spectrum of Schrödinger operators for which
the methods of scattering theory are not applicable, there are very limited tools in
higher dimensions that may be effectively used for spectral analysis. On the other
hand, for one-dimensional Schrödinger operators, the subordinacy theory created by
Gilbert and Pearson [15], [14] and further extended by Jitomirskaya and Last [19],
[20], [21] provides a powerful method for spectral analysis. The main results of these
papers give a necessary and sufficient link between the behavior of solutions and the
singularity of the spectral measure. Subordinacy theory played an important role in
many recent results in one-dimensional spectral theory (see [7], [9], [18], [19], [20],
[21], [24], [26], [30], [35]).

In this paper, we derive only a sufficient-type relation between the solutions and the
spectrum, but in much greater generality. However, in contrast to subordinacy theory,
which requires comparison of different solutions, we need information about only
one solution—the one obeying the appropriate boundary conditions. We remark that
for one-dimensional Schrödinger operators, the result of Theorem 1.1 can be derived
from subordinacy theory [20], [21].

Our second major result in this paper establishes a fundamental relation between
spectral properties, generalized eigenfunctions, and quantum dynamics, and in par-
ticular, provides new bounds for the transport properties of quantum systems. We
study the behavior of the time-averaged moments of the position operatorX under
the Schrödinger evolution. Pick some initial stateψ and consider

〈〈|X|m〉〉
T

= 1

T

∫ T

0

∣∣〈|X|mexp
(− iH�V t)ψ,exp

(− iH�V t)ψ 〉∣∣dt.
Recall that a measureµ is calledα-continuous if it gives zero weight to any set of
zeroα-dimensional Hausdorff measure (we recall the definition of these measures in
Section 2). Let us denote byPαc the spectral projector on theα-continuous spectral
subspace, the set of all vectorsξ such thatµξ isα-continuous (see [29]). In particular,
if µψ has anα-continuous component (i.e.,Pαcψ �= 0), then the following lower
bound holds [8], [16], [17], [29]:〈〈|X|m〉〉

T
≥ CmT mα/d

(hered is the space dimension, andCm is a constant depending onµψ andm).
Recall that for a wide class of Schrödinger operators, one has a generalized eigen-

function expansion theorem (see, e.g., [5], [30], [39]). In particular, for everyψ , there
is a unique unitary mapUψ from the cyclic subspace�ψ , generated by the vectorψ
and the operatorHV , toL2(R,dµψ(E)). This map sendsψ to a function equal to 1
everywhere and realizes a unitary equivalenceUψHV |�ψU−1

ψ = E, whereE stands
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for the operator of multiplication byE. The operatorUψ is an integral operator with
kernelu(x,E), where, for each fixedE, theu(x,E)’s solve (1) and are called gen-
eralized eigenfunctions. We say that theu(x,E)’s correspond toψ if they constitute
the kernel of the unitary mapUψ described above. Note that they are only defined
a.e. with respect toµψ . We prove the following theorem, which holds in both the
discrete and continuous settings.

Theorem 1.2. Let ψ be a vector for which there exists a Borel setS ⊂ R of
positiveµψ measure, such that the restriction ofµψ to S is α-continuous and, in
addition, the generalized eigenfunctionsu(x,E) for all E ∈ S satisfy

limsup
R→∞

R−γ ‖u(x,E)‖2
BR
<∞(3)

for someγ such that0< γ < d. Then for anym> 0, there exists a constantCm such
that 〈〈|X|m〉〉

T
≥ CmT mα/γ(4)

for all T > 0.

Remarks. (1) Theorem 1.2 is somewhat related to (although it does not coincide
with) some recent heuristic results in [23].

(2) It may be seen from Theorem 1.1 that we cannot haveγ < α, since it would
follow that the upperγ -derivative of the spectral measure is positive on too large a
set (see Corollary 2.6). The physical reason is that whenV is bounded from below,
the velocity is bounded, and the propagation rate is at most ballistic. However, the
range of applicability of Theorem 1.2 is wider than that of Theorem 1.1. In particular,
it is applicable to operators with strongly negative potentials, such as Stark operators,
which exhibit faster-than-ballistic transport. See Appendix B.

The somewhat striking aspect of Theorem 1.2 is that for a fixed nonzero spectral
dimension, faster decay ofu(x,E) leads to faster transport. Theorem 1.2 shows that
the behavior of the generalized eigenfunctions plays an important role in determining
dynamical properties of quantum systems. We apply Theorem 1.2 to investigate the
dynamics in the random decaying potentials model studied in [26]. When weakly
coupled, these systems have (almost surely) some singular continuous spectrum with
local dimensions that depend on the energy, but we show that the dynamical spreading
of wavepackets, for any energy region where the spectrum is continuous, is almost
ballistic with probability 1. More precisely, we show that for almost every realization,
we have, for everyε > 0, a bound of the form〈〈|X|m〉〉

T
≥ Cm,εT m(1−ε).

The paper is organized as follows. In Section 2, we prove Theorem 1.1 and its
corollaries, rendering new spectral criteria. In Section 3, we sketch the argument for
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similar results in the discrete setting. In Section 4, we consider some simple examples,
in particular, showing that the result of Theorem 1.1 provides only a sufficient but
not necessary criterion for positivity of the derivative of the spectral measure. It is,
however, an optimal result in the sense that one cannot, in general, say more by looking
only at the rate of growth of theL2 norm (see Section 5). It remains an interesting open
question to find additional properties of solutions that determine the spectrum (or other
important characteristics of the operator, such as transport properties) completely.
In Section 5, we study the relationship between solutions, spectral dimension, and
quantum dynamics, in particular, proving Theorem 1.2. In the appendices, we indicate
further possible generalizations for elliptic and higher-order operators and consider
dynamics for strongly perturbed one-dimensional Stark operators. The example of
Stark operators provides another illustration of the relationship between the behavior
of solutions and transport properties.

Acknowledgements.We thank Y. Avron, I. Guarneri, R. Ketzmerick, B. Simon
and S. Tcheremchantsev for stimulating discussions. We are grateful to the referees
for useful sugestions and corrections.

2. Solutions and spectrum: Continuous case.We begin the proof of Theo-
rem 1.1 with the following simple observation.

Lemma 2.1. LetA be a selfadjoint operator acting on a Hilbert space� and fix
a vectorφ ∈ �. Let z ∈ C\R. Then

Im z‖(A−z)−1φ‖2
� = Im

(
(A−z)−1φ,φ

)
.

Proof. Consider the spectral representation associated with a vectorφ and perform
a straightforward computation:

Im

(∫
R

dµφ

t−z
)

= Im z
∫
R

dµφ

|t−z|2 .
The first idea in the proof of Theorem 1.1 is to estimate from below Im((H�V −

E− iε)−1φ,φ) asε → 0. Such an estimate is equivalent to an estimate on the upper
α-derivative of the spectral measure by the following lemma.

Lemma 2.2. LetQβµ(E) denote

Qβµ(E)= limsup
ε→0

εβ Im

(∫
dµ(t)

t−E− iε
)
.

Then

Dαµ(E)≤ C1Q
1−α
µ (E)≤ C2D

αµ(E),

whereC1, C2 are positive constants depending only onα.
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Proof. The proof is a direct computation. For details, we refer to [11, Lemmas 3.2
and 3.3].

To derive an estimate on the Borel transform, we use Lemma 2.1, namely, estimates
from below on the norm of the function

θ(x,E+ iε)= (
H�V −E− iε)−1

φ(x)

over balls of radius of order 1/ε asε goes to zero over some properly chosen sequence.
The last technical lemmas that we need for the proof concern estimation of theW1

2
norms ofu(x,E) andθ(x,z) in terms of theirL2 norms.

Lemma 2.3. Let� ⊂Rd be a domain with piecewise smooth boundary. Suppose
that the potentialV belongs toL∞

loc and is bounded from below, and letH�V denote
an operator with Dirichlet boundary conditions on∂�. Suppose that the function
g(x,z) satisfies Dirichlet boundary conditions and(

H�V −z)g(x,z)= φ(x),
whereφ ∈ L2(�) is compactly supported and real valued, andz is in general complex.
Then

‖g‖W1
2 (BR∩�) ≤ C(z,V−)

(
‖g‖L2(BR+1∩�)+‖φ‖L2(�)

)
.(5)

The constant in (5) depends only on the lower bound onV and onz, and may be
chosen uniformly forz in any compact set.

Proof. The proof is standard, and we provide it for the sake of completeness. See,
for example, [3], [39] for detailed exposition of similar results and further references.
Throughout the proof, we assume that the functiong is sufficiently smooth to justify
integration by parts (localW2

2 is sufficient). Clearly this is the case under our assump-
tions onV (see, e.g., [12]). To prove the bound (5) with the constant independent of
R, let

g(x,z)= g1(x,z)+ ig2(x,z),

whereg1, g2 are real valued. For anyψ ∈ C∞(�) such that 1≥ ψ(x)≥ 0,ψ(x)= 1
whenx ∈ BR∩�, ψ(x)= 0 whenx /∈ BR+1∩�, we have∫

BR∩�
(∇g1)

2dx ≤
∫
BR+1∩�

ψ(∇g1)
2dx

=
∫
∂(�∩BR+1)

ψ
∂g1

∂n
g1dσ −

∫
BR+1∩�

(∇ψ)(∇g1)g1dx

−
∫
BR+1∩�

ψg1�g1dx,

(6)
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wheredσ is the surface measure on∂(�∩BR+1) induced fromRd . The first term
vanishes becauseg1 vanishes on∂� andψ vanishes on(∂BR)∩�. Furthermore, by
Green’s formula,

2
∫
BR+1∩�

(∇ψ)(∇g1)g1dx =
∫
∂(BR+1∩�)

∂ψ

∂n
(g1)

2dσ −
∫
BR+1∩�

�ψ(g1)
2dx.(7)

The boundary term in this equality is also equal to zero. Substituting (7) into (6), we
find ∫

BR∩�
(∇g1)

2dx ≤ 1

2

∫
BR+1∩�

�ψ(g1)
2dx

+
∫
BR+1∩�

ψg1
(
(Rez−V )g1+φ−(Im z)g2

)
dx.

Therefore,

‖g1‖2
W1

2 (BR)
≤Cψ

(
‖φ‖2

L2+
(
2(1+|z|)+‖V−‖L∞

)‖g1‖2
L2(BR+1)

+| Im z|‖g2‖2
L2(BR+1)

)
.

A similar estimate holds forg2. Combining these two estimates, we obtain the result
of the lemma.

Remarks. (1) We have not tried to determine the most general classes of potentials
and boundary conditions for which Lemma 2.3 holds. With slightly more technical
effort, we can treat some other boundary conditions, such as Neumann, for instance.

(2) For the case of the whole space, the lemma is true under the assumption that
V− ∈Kd , the Kato class, which allows singularities in the negative part of the potential
(see [39] for the definition and properties of potentials from these classes). This result
follows from the technique developed in [3], [39], which uses Brownian motion to
derive subsolution estimates implying bounds like in Lemma 2.3. Although [3], [39]
consider only realz (and homogeneous equation), it is not hard to see that their
arguments extend to give results like (5).

We now introduce an important object in our consideration. SupposeS is a do-
main with piecewise smooth boundary andf , g belong toW2

2,loc(S). We denote by
W∂S[f,g] the following expression:

W∂S[f,g] =
∫
∂S

(
f (t)

∂g

∂n
(t)− ∂f

∂n
(t)g(t)

)
dσ(t),(8)

whereσ is the surface measure induced fromRd , and∂/∂n is the derivative in the
outer normal direction. The definition makes sense forW2

2,loc functions by Sobolev
trace theorems (see, e.g., [13]). The notationW stresses the fact that in one dimension,
the corresponding expression is related to the Wronskian of two functions (precisely,
it is the difference of the Wronskians taken at the endpoints of the intervalS). We
abuse verbal notation and call the expression (8) the Wronskian off andg over∂S
for the rest of this paper. The final lemma we need is the following.
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Lemma 2.4. Suppose that two functionsf , g are locallyW2
2 and satisfy Dirichlet

boundary condition on∂�. Then for everyR,∫ R

0

∣∣W∂(Br∩�)[f,g]∣∣dr ≤ ‖f ‖W1
2 (BR∩�)‖g‖W1

2 (BR∩�).

Proof. We haveW∂�∩BR [f,g] = 0 sincef andg satisfy the boundary conditions.
Next note that∫ R

0

∣∣W(∂Br∩�)[f,g]∣∣dr ≤
∫
BR∩�

(|f ||∇g|+|∇f ||g|)dx
≤ ‖f ‖W1

2 (BR∩�)‖g‖W1
2 (BR∩�).

We used the Cauchy-Schwartz inequality in the last step.

Now we are ready to prove Theorem 1.1.

Proof of Theorem 1.1.An interplay of the scales in space and in the spectral pa-
rameter plays an important role in the analysis. Let us assume that∫

�

φ(x)u(x,E)dx = c �= 0.

Take sufficiently largeR0, such that suppφ ⊂ BR0. By Green’s formula, we have

E

∫
BR0∩�

θ(x,E+ iε)u(x,E)dx
=W∂(BR0∩�)[θ,u]+

∫
BR0∩�

H�V θ(x,E+ iε)u(x,E)dx

=W∂(BR0∩�)[θ,u]+(E+ iε)
∫
BR0∩�

θ(x,E+ iε)u(x,E)dx

+
∫
BR0∩�

φ(x)u(x,E)dx.

In the above computation, we used the definition ofθ(x,z) and the fact that the
functionu satisfies(H�V −E)u= 0. Hence we obtain

W∂(BR0∩�)[θ,u] = −c− iε
∫
BR0∩�

θ(x,E+ iε)u(x,E)dx.(9)

Let us integrate (9) fromR0 to some larger value ofR:∫ R

R0

∣∣W∂(Br )∩�[θ,u]∣∣dr ≥ |c|(R−R0)−ε
∫ R

R0

dr

∣∣∣∣∫
Br∩�

θ(x,E+ iε)u(x,E)dx
∣∣∣∣ .
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Using Lemmas 2.3 and 2.4, we see that

(10) C2(‖θ(x,E+ iε)‖L2(BR+1∩�)+‖φ‖L2

)‖u‖L2(BR+1∩�)

≥ |c|(R−R0)−ε
∫ R

0
dr‖θ(x,E+ iε)‖L2(Br∩�)‖u‖L2(Br∩�).

According to assumption (2) of the theorem, there exists a sequenceRn → ∞,
such that

‖u‖L2(BRn∩�) ≤ C1R
α/2
n .(11)

Let us setεn = C2/Rn, and pickR+1 = Rn andε = εn in (10). We obtain(
C2+C2

)(‖θ(x,E+ iεn)‖L2(BRn∩�)+‖φ‖L2

)‖u‖L2(BRn∩�) ≥ |c|(Rn−R0−1).

Substituting (11) into the last inequality, we find that there exists some constantC3

such that forn large enough, we have

‖θ(x,E+ iεn)‖L2(BRn∩�) ≥ C3R
1−(α/2)
n −‖φ‖L2.(12)

Now it remains to invoke Lemma 2.1 and note that

Im
((
HV −E− iεn

)−1
φ,φ

)≥ εn
∥∥θ(x,E+ iεn

)∥∥2
L2(BRn)

for everyn. Using the estimate (12) and the relation betweenRn andεn, we find

Im
((
HV −E− iεn

)−1
φ,φ

)≥ C4ε
α−1
n

for sufficiently smallεn. The application of Lemma 2.2 now completes the proof.

Remarks. (1) Theorem 1.1 also holds for wider classes of potentials and bound-
ary conditions. The restrictions of the classes come from Lemma 2.3, the necessary
estimate on the energy norms. With the help of smooth mollifiers to justify integra-
tion by parts, Theorem 1.1 can be extended to the classes to which one can extend
Lemma 2.3.

(2) We also note that the same argument as in the proof implies thatDαµφ(E)= ∞
if, instead of (2) in the assumption of Theorem 1.2, we suppose that

lim inf
R→∞ R−α‖u(x,E)‖2

BR
= 0.

We use this fact in the proof of Corollary 2.6.

The next question that we would like to discuss is a sufficient condition for the
existence of the various components of the spectrum. Let us recall the definition of
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Hausdorff measures and dimension. Forα ∈ [0,1] and anyS ⊂R, theα-dimensional
Hausdorff measure ofS is defined by

hα(S)= lim
δ→0

inf
δ-covers

∞∑
γ=1

|Iγ |α,

whereIγ are the intervals constituting the cover. The Hausdorff dimension of a setS

is the infimum of all values ofα such thathα(S) = 0. First, we prove the following
theorem.

Theorem 2.5. Let H�V be a Schrödinger operator, withV and� satisfying the
same conditions as in Theorem 1.1. Suppose that for a measurable setS of positivehα

measure, for eachE ∈ S, there exists a nontrivial solutionu(x,E) of the generalized
eigenfunction equation (1) satisfying the boundary conditions such that

lim inf
R→∞ R−α‖u(x,E)‖2

BR
<∞.

Then there exists a vectorϕ ∈ L2(Rn) such thatµϕ(S1) > 0 for anyS1 ⊂ S of positive
hα measure. In particular, ifα = 1, we have an absolutely continuous spectrum filling
the setS.

Remark. In many applications, particularly in one dimension, one applies a rea-
soning different from that suggested by Theorem 2.5 to derive the existence of various
dimensional spectral components from results like Theorem 1.1. One proves the exis-
tence of solutions as in (2) for a.e.E, and then uses rank-one perturbation arguments
(see, e.g., [20], [26]).

Proof of Theorem 2.5.Recall that for every self-adjoint operator, there is an asso-
ciated spectral measure of maximal type,µ, such that for everyψ and any measurable
setS, µψ(S) > 0 impliesµ(S) > 0. A vector χ is of the maximal type if for any
measurable setS, µχ(S) > 0 given thatµ(S) > 0. We show that for anyS1 ⊂ S of
positiveα-dimensional Hausdorff measure, there exists a vectorψ with µψ(S1) > 0.
By the standard argument for the existence of vectors of maximal type (see, e.g., [6]),
this would imply existence of the vectorϕ as in the theorem. Pick some ballBR0

such that‖u(x,E)‖L2(BR0∩�) �= 0 for energiesE in a subsetS2 of S1 of positivehα

measure (it is easy to see that such a ball exists, because of theσ -additivity of hα).
We remark that for a wide class of operatorsH�V , an arbitrary ball will do because of
the unique continuation (solutionsu(x,E) cannot vanish identically on any ball), but
there is no need to invoke these results. Pick a basis{ψn(x)}∞n=1 in the Hilbert space
L2(BR0 ∩�). Since{ψn} forms a basis, for everyE ∈ S2, there exists ann such that∫

BR0∩�
ψn(x)u(x,E)dx �= 0.

Consider the functionsDαµψn on the setS2. By Theorem 1.1, for everyE ∈ S2,
there exists ann such thatDαµψn(E) > 0. In particular, byσ -additivity of hα, there
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exists ann0 such thatDαµψn0 (E) > 0 for everyE in a setSn0 ⊂ S2 of positivehα

measure. By the results of Rogers-Taylor theory (see [36, Theorem 63]), it follows
that the measureµψn0 gives positive weight to the setSn0, and hence to the setS1.

The case of the absolutely continuous spectrum corresponds toα = 1; in this case,
the application of Rogers-Taylor theory may be replaced by the well-known fact
that a measure gives positive weight to a set of positive Lebesgue measure when its
derivative is positive a.e. in this set.

From Theorem 2.5 (or, essentially, from its proof and the remark after the proof of
Theorem 1.1), we have the following corollary.

Corollary 2.6. For any α, the setS of energiesE, for which there exists a
solutionu(x,E) satisfying

lim inf
R→∞ R−α‖u(x,E)‖2

BR
= 0,(13)

has zerohα measure.

Remark. The fact that there may be only countably many values ofE (counting
multiplicities) for which equation (1) hasL2 solutions satisfying the boundary condi-
tions, is an obvious consequence of the separability of the Hilbert spaceL2(�). This
corollary may be viewed as a less trivial generalization for slower rates of decay.

Proof of Corollary 2.6. Suppose thatS has positivehα measure. By the remark
after the proof of Theorem 1.1, (13) implies thatDαµφ(E) = ∞ for everyE ∈ S
and finitely supportedφ such that

∫
u(x,E)φ(x) �= 0. Proceeding as in the proof of

Theorem 2.5, we can find a vectorϕ such thatDαµϕ(E) = ∞ for anyE in some
set of positivehα measure. This is not possible by Rogers-Taylor theory (see [36,
Theorem 67]) and therefore gives a contradiction. We remark that forα = 1, this
argument reduces to the well-known statement that a finite Borel measureµψ cannot
have an infinite derivative on a set of positive Lebesgue measure.

We would like to end this section by drawing a link with the well-known results of
Rellich [34] and Kato [22], who showed, respectively, that for the free Laplacian and
the Laplacian with a short-range perturbation (i.e., a potential that satisfies|V (x)| ≤
C(1+ |x|)−1−ε), there are no solutions satisfying (13) withα = 1 for any energy.
Corollary 2.6 shows that for a much larger class of potentials, such solutions are still
in some sense “exceptional” and can only occur on a set of energies of zero Lebesgue
measure.

3. Solutions and spectrum: Discrete case.In this section, we consider discrete
Schrödinger operators. All the results of the previous section extend to the discrete
setting. In fact, the proofs are easier due to the absence of the Sobolev estimates issue,
and there are no restrictions on potential.

Let� be some connected infinite domain inZd .We define the Schrödinger operator
h�v onL2(�) with Dirichlet boundary conditions by
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h�v f (n)=
∑

|n−m|=1,m∈�
f (m)+v(n)f (n).

It is easy to check that the operator defined in this way is self-adjoint.
We need an analog of Green’s formula in the discrete setting. For any domain

S ⊂ Zd , let us denote by∂S the set of points outsideS that have a point ofS within
a unit distance. We have, for any two functionsf , g,

∑
n∈S

(
h�v f (n)g(n)−f (n)h�v g(n)

)=
∑
m∈∂S

f (m) ∑
l∈NS(m)

g(l)−g(m)
∑

l∈NS(m)
f (l)

 ,
whereNS(m) denotes the set of neighbors of the pointm ∈ ∂S lying in S (so that
|m−n| = 1 for anyn ∈NS(m)). Therefore, we say that the analog of the Wronskian
over∂S of two functions is, in the discrete setting,

w∂S[f,g] =
∑
m∈∂S

f (m) ∑
l∈NS(m)

g(l)−g(m)
∑

l∈NS(m)
f (l)

 .
For convenience, in all considerations for the discrete case, we replace the ballsBR

with cubesCR. The pointn= (n1, . . . ,nd) of the lattice belongs toCR if and only if
|ni | ≤ R for all i = 1, . . . ,d.

We now formulate and prove an analog of Theorem 1.1 in the discrete case.

Theorem 3.1. Suppose that there exists a solutionu(n,E) of the generalized
eigenfunction equation (

h�v −E)u(n,E)= 0(14)

satisfying the Dirichlet boundary conditions on∂�. Suppose that for someα, 0 ≤
α ≤ 1, we have

lim inf
R→∞ R−α ∑

n∈CR∩�
|u(n,E)|2dx <∞.(15)

Fix some vectorφ of compact support such that∑
n

u(n,E)φ(n) �= 0.

Then we have

Dαµφ(E) > 0.

In particular, if u(n0,E) �= 0, then

Dαµδn0 (E) > 0

(hereδn0 is a function equal to1 at n0 and0 otherwise).
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Proof. The argument repeats the proof of Theorem 1.1, except that we do not need
Lemma 2.3. The analog of Lemma 2.4 is proven directly by the observation that

w∂(�∩Cr)[f,g] = w∂Cr\∂�[f,g]
and

R∑
r=1

∣∣w∂Cr\∂�[f,g]∣∣≤ d‖f ‖L2(CR+1∩�)‖g‖L2(CR+1∩�).

Remark. As in the continuous case, the result is also true for more general bound-
ary conditions.

The following theorem is an analog of Theorem 2.5.

Theorem 3.2. Suppose that for each energyE in some measurable setS of pos-
itive hα measure, there exists a nontrivial solutionu(n,E) of (14) satisfying Dirich-
let boundary conditions and having the property (15). Then there exists a vector
φ ∈ L2(Zd), such thatµφ(S1) > 0 for any setS1 ⊂ S of positivehα measure. In
particular, if α = 1, the setS is an essential support of the absolutely continuous part
of the measureµφ restricted toS.

The proof of this theorem is the same as the proof of Theorem 2.5.

4. Examples and discussion.The purpose of this section is purely illustrative—to
show where the solutions we are studying are known to occur. However, these ob-
servations also partly lead us to the issue that is the topic of the next section: the
relationships between generalized eigenfunctions, spectrum, and dynamics. In addi-
tion, we show that the criteria given by Theorems 1.1 and 3.1 are sufficient but not, in
general, necessary for the positivity of the derivatives of spectral measures. We give
an explicit example to confirm this statement.

Our first remark is that solutionsu(x,E) satisfying

lim inf
R→∞ R−1‖u(x,E)‖2

BR
<∞

exist for every energyE �= 0 in the spectrum in the case of the free Laplacian operator
in Rd or in the cylinder with Dirichlet boundary conditions. In the cylinder case, we
may take

u(x,E)= exp
(
i
√
E−Elx1

)
Zl(x2, . . . ,xd),

wherex1 is the coordinate along the rotation axis,El is any eigenvalue (less thanE) of
the Laplace operator with Dirichlet boundary conditions on thed−one-dimensional
ball, andZl(x2, . . . ,xd) is any eigenfunction corresponding to this eigenvalue. In the
free case, we can take any function

u(x,E)= r−(d/2)+1Jν
(√
Er
)
Yl(θ),
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whereYl is any of the spherical harmonics corresponding to the eigenvalueEl =
l(l+d−2) of the Laplace-Beltrami operator on thed-dimensional sphere, andJν is
a Bessel function (without singularity at the origin) withν defined byν2 = l(l+d−
2)+((d/2)−1)2. Note that for larger,

Jν
(√
Er
)∼ Cr−1/2cos

(√
Er− 2πν−π

4

)(
1+o(1)).

See, for example, [4], [44] for more information on spherical harmonics and Bessel
functions.

Using the results of Agmon theory and related estimates on the Fourier transform
(see [1] or [33], and [2]), it is straightforward to show that the existence for every
E ∈ (0,∞) of solutions with the rate of growth of theL2 norm as in (2) withα = 1
extends to perturbations of the free Laplacian by short-range potentials,|V (x)| ≤
C(1+|x|)−1−ε , if C is sufficiently small. In one dimension, it was recently shown in
[7], [35] that such solutions exist for a.e.E ∈ (0,∞) for any potentialV satisfying
|V (x)| ≤ C(1+|x|)−(1/2)−ε. This implies that the absolutely continuous spectrum of
the free operator in one dimension is stable under all perturbations decaying at this
rate. This result is optimal: there are potentials that satisfy|V (x)| ≤ C(1+|x|)−1/2

and lead to purely singular spectrum in(0,∞). The corresponding question about
the borderline decay for the stability of the absolutely continuous spectrum is open
in higher dimensions, with any power in[1,1/2] a possible candidate, in principle.
We make the following conjecture.

Conjecture 4.1. Suppose thatHV is a Schrödinger operator inRd for which
|V (x)| ≤ C(1+|x|)−(1/2)−ε , ε > 0. Then the absolutely continuous spectrum of the
operatorHV fills the whole positive semiaxis.

This conjecture would, in particular, be clear from the following.

Conjecture 4.2. Under the conditions of the previous conjecture, for a.e.E ∈
(0,∞), there exists a solutionu(x,E) of the generalized eigenfunction equation
satisfying (2) withα = 1.

Our next example concerns Schrödinger operators with periodic potentials. Let
V (x) be a smooth periodic potential of period 1 in all variablesx1, . . . ,xd . GivenE
in the spectrum ofHV , consider the boundary value problem

(HV −E)b(x,E)= 0,

∂j b

∂x
j
l

∣∣∣∣
xl=1

= exp(iθl)
∂j b

∂x
j
l

∣∣∣∣
xl=0

, l = 1, . . . ,d, j = 0,1.(16)

The set of all values ofθ ∈ [0,2π)d for which there exist solutions of the boundary
value problem (16) is called the real (physical) Fermi surfaceFE. From well-known
results on spectral properties of periodic differential operators (see [28]), it follows
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that for all but a countable set of energies in the spectrum (exceptional points corre-
sponding to band edges), we can find solutionsu(x,E) of the generalized eigenfunc-
tion equation (1) of the following type:

u(x,E)=
∫
S

b(x,θ,E)γ (θ)dσ,(17)

whereS ⊂ FE is a piece of an analytic(d−1)-dimensional surface,γ (θ) is aC∞
0 (S)-

function, andb(x,θ,E) are Bloch functions satisfying (16):

b(x,θ,E)= exp(iθx)f (x,θ,E),

wheref (x,θ,E) is periodic with period 1 in all directions inx, continuous inx, and
analytic (as anL2([0,1)d) vector) inθ ∈ S. We claim thatu(x,E) satisfies

lim inf
R→∞ R−1‖u(x,E)‖2

BR
≤ ∞.

This can be shown in a way similar to the proof of this property in the case of Fourier
transforms of measures supported on(d−1)-dimensional smooth surfaces (see [2]).
Represent the equation of the surfaceS asθd = s(θ1, . . . ,θd−1) (we can assume thatS
is small enough andθd is chosen so that this is possible). Then we can rewrite (17) as

u(x,E)=
∫
S′

exp
(
iθ ′x′ + is(θ ′)xd)f (x,θ ′,E

)
γ ′(θ ′)dθ ′,

where the integration is now over the projectionS′ of S on the hyperplaneθd = 0,
θ ′ denotes firstd−1 coordinates, andγ ′ includes the Jacobian from the change of
variables. Fix the value ofxd and integrate over the cubeC′

R in the other coordinates
x′ = x1, . . . ,xd−1:∫

C′
R

|u(x,E)|2dx′ =
∫
S′

∫
S′
γ ′(θ ′)γ ′(θ̃ ′)exp

(
i
(
s
(
θ ′)−s(θ̃ ′))xd)

×
∫
C′
R

exp
(
i
(
θ ′ − θ̃ ′)x′)f (x′,θ ′,E

)
f
(
x′, θ̃ ′,E

)
dx′dθ ′dθ̃ ′.

Without loss of generality, takeR to be an integer. Then we obtain∫
C′
R

|u(x,E)|2dx′ =
∫
S′

∫
S′
dθ ′dθ̃ ′

d−1∏
j=1

sin
(
R+(1/2))(θj − θ̃ ′

j

)
sin(1/2)

(
θj − θ̃ ′

j

)
ψ(θ ′, θ̃ ′),(18)

where

ψ
(
θ ′, θ̃ ′)= γ ′(θ ′)γ ′(θ̃ ′)exp

(
i
(
s
(
θ ′)−s(θ̃ ′))xd)

×
∫
C′

1

f
(
x′,θ ′,E

)
f
(
x′, θ̃ ′,E

)
exp

(
i
(
θ ′ − θ̃ ′)x′)dx′.
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Figure 1. The spiral domain

Due to the properties off andγ , the functionψ is smooth, and hence the right-hand
side in (18) converges asR→ ∞ to the constant

C =
∫
S′
dθ ′ψ

(
θ ′,θ ′)=

∫
S′
dθ ′∣∣γ ′(θ ′)∣∣2(∫

C′
1

∣∣f (x′,θ ′),E∣∣2dx′
)
.

Therefore, integrating inxd from −R to R, we obtain∫
BR

|u(x,E)|2dx ≤ CR,

as claimed.
Our last example in this section shows that the criteria for the positivity of deriva-

tives of spectral measures, given by Theorems 1.1 and 3.1, provide a sufficient, but,
in general, not necessary condition. The example is especially simple and transparent
in the discrete setting. Let us consider the discrete planeZ2 and let� be an infinite
“spiral” in this plane (see Figure 1; we marked by× the points that do not belong to
the domain). Considerh�0 defined on the spiral with Dirichlet boundary conditions.
By inspection, we see thath�0 acts onl2(�) as a free one-dimensional Jacobi matrix.
Hence the spectrum is absolutely continuous in[−2,2], and for everyE in this inter-
val, there exists an explicitly computable unique solutionu(n,E) of the generalized
eigenfunction equation satisfying the boundary conditions:

u(n,E)= sin

(
cos−1

(
E

2

)
n

)
.

This is a standard discrete plane wave. If we measure the linear distanceN along the
spiral, the square of thel2-norm of this solution grows asN. However, inZ2, we have

‖u(x,E)‖2
BR∩� ∼ R2.
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Hence in this case, we cannot find solutions as in Theorem 1.1.
We remark that [40] contains an example of a bounded spiraljelly roll domain

on which the Laplace operator with Neumann boundary conditions has absolutely
continuous spectrum. In this case, for a.e.E in the spectrum, the norm of solutions
becomes infinite for finiteR.

5. Solutions and dynamics. In this section, we prove Theorem 1.2 and apply it
to study quantum dynamics in the random decaying potentials model studied in [10]
and more recently in [26], [27].

The previous section provided us with several examples of operators with absolutely
continuous spectrum and solutions satisfying the condition (2) in Theorem 1.1 for
α = 1, and one example of an operator with absolutely continuous spectrum, but
without such solutions. For the former three, the transport is ballistic for every vector
(i.e., 〈〈|X|m〉〉T ∼ T m); for the latter, it is easy to see that the transport is not ballistic
(it is diffusive inZ2). Theorem 1.2 indicates that this is not a coincidence.

The proof of Theorem 1.2 is an extension of the proof of Theorem 6.1 in [29],
and it is essentially the same in both the discrete and continuous settings. We use a
discrete notation that formally only covers the discrete case, but the continuous case
follows from it in a totally straightforward manner (which essentially amounts to
replacingn by x and some summations by integrals). We note that in [29, Theorem
6.2] the continuous case gets an independent treatment, based on semigroup kernel
inequalities. This is not needed here, since we assume the existence of eigenfunction
expansions with suitable properties. This allows our Theorem 1.2 to cover some cases,
such as Stark operators, that are excluded from [29, Theorem 6.2].

Recall that a measureµ is called uniformlyα-Hölder continuous (denoted UαH)
if there exists a constantC such that for every intervalI with |I | ≤ 1, we have

µ(I)≤ C|I |α.(19)

α-continuous measures (recall that this means measures giving zero weight to all sets
of zerohα measure) can be approximated by UαH measures in the following sense.

Theorem (Rogers-Taylor [37]). A finite Borel measureµ onR is α-continuous if
and only if, for everyε > 0, there exist two mutually singular Borel measuresµε1 and
µε2, such thatµ= µε1+µε2, whereµε1 is UαH andµε2(R) < ε.

For UαH measures, we can study dynamics with the aid of the following Strichartz
estimate.

Theorem (Strichartz [43]). Let µ be a finite UαH measure, and for eachf ∈
L2(R,dµ), denote

f̂ µ(t)=
∫

exp(−ixt)f (x)dµ(x).
Then there exists a constantC1, depending only onµ (more precisely, only onC in
(19)), such that for anyf ∈ L2(R,dµ) andT > 0,
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T
< C1‖f ‖2T −α,

where‖f ‖ is theL2 norm off .

We now prove Theorem 1.2.

Proof of Theorem 1.2.Without loss of generality, assume‖ψ‖ = 1. We first es-
tablish the existence of a Borel setS̃ ⊂ S, for which the following three properties
are true:

(i) ‖P
S̃
ψ‖> 0.

(ii) The restriction of the spectral measureµψ to S̃ is UαH.
(iii) There exists a constantC2, such that for eachE ∈ S̃ andR > 0, the corre-

sponding generalized eigenfunctionu(n,E) satisfies∑
|n|<R

|u(n,E)|2< C2R
γ .

We establish (i)–(iii) in two stages. First, note that the function

f (E)≡ sup
R>0

R−γ ∑
|n|<R

|u(n,E)|2

is a measurable function ofE, which, by (3), is finite everywhere onS. Thus, since
S = ⋃∞

k=1{E ∈ S | f (E) < k}, there is clearly a Borel subsetS1 ⊂ S of positive
µψ measure and a constantC2, such thatf (E) < C2 for any E ∈ S1. That is,
property (iii) holds forS1. Next, since the restriction ofµψ to S1 is α-continuous, the
aforementioned Rogers-Taylor theorem implies that there is a Borel subsetS̃ ⊂ S1 of
positiveµψ measure (so that property (i) holds) such that the restriction ofµψ to S̃
is UαH (so that property (ii) holds).

Let us now denoteψ1 = P
S̃
ψ , ψ2 = PR\S̃ψ , whereP denotes the spectral pro-

jection over the corresponding set. Thenψ = ψ1 +ψ2, andψ1, ψ2 are mutually
orthogonal so that 1= ‖ψ‖2 = ‖ψ1‖2 +‖ψ2‖2. Let PRT be the projector on the set
of sitesn with |n| ≤ RT . RT is a function of the time parameterT to be chosen later.
Given any vectorϕ, we routinely use the notationϕ(t)= exp(−ih�v t)ϕ.

By the Strichartz theorem, we have

〈‖PRT ψ1(t)‖2〉
T

=
∑

|n|≤RT

1

T

∫ T

0

∣∣∣∣∫ exp(−iEt)u(n,E)dµψ1(E)

∣∣∣∣2 dt
≤ C1T

−α ∑
|n|<RT

∫
|u(n,E)|2dµψ1(E)

≤ C1‖ψ1‖2

sup
E∈S̃

∑
|n|<RT

|u(n,E)|2
T −α,
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and so 〈‖PRT ψ1(t)‖2〉
T

≤ C2C1‖ψ1‖2R
γ

T T
−α.(20)

For eachT > 0, we now define

RT =
(‖ψ1‖2T α

64C2C1

)1/γ

,

such that we have

〈‖PRT ψ1(t)‖2〉
T
<

‖ψ1‖4

64
,

and thus〈‖PRT ψ(t)‖2〉
T

≤
〈(‖PRT ψ1(t)‖+‖PRT ψ2(t)‖

)2〉
T

≤
〈(‖PRT ψ1(t)‖+‖ψ2‖

)2〉
T

≤
(√〈‖PRT ψ1(t)‖2

〉
T

+‖ψ2‖
)2

<

(‖ψ1‖2

8
+‖ψ2‖

)2

= ‖ψ1‖4

64
+‖ψ2‖2+ 1

4
‖ψ2‖‖ψ1‖2< ‖ψ2‖2+ 1

2
‖ψ1‖2

= 1− 1

2
‖ψ1‖2.

Since 〈∥∥PRT ψ(t)∥∥2〉
T

+ 〈∥∥(1−PRT
)
ψ(t)

∥∥2〉
T

= 1,

we obtain 〈∥∥(1−PRT
)
ψ(t)

∥∥2〉
T
>

1

2
‖ψ1‖2,

which implies

〈〈|X|m〉〉
T
>

1

2
‖ψ1‖2RmT = ‖ψ1‖2

2

( ‖ψ1‖2

64C2C1

)m/γ
T αm/γ ,

proving (4).

Note that the above proof does not attempt to provide optimal estimates. We could
(by allowing various constants to grow) chooseψ1 to have a norm that is arbitrarily
close to that ofPSψ , andRT ∼ T α/γ so that〈‖(1−PRT )ψ(t)‖2〉T is larger than
something arbitrarily close to‖PSψ‖2. This means that there is a component of the
wave packet of size corresponding to‖PSψ‖ that is spreading on average at a rate of
at leastT α/γ .
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We now apply Theorem 1.2 to investigate dynamics for the following model. Let
vω(n) be independent random variables such that

E
(
vω(n)

)= 0, E
(
vω(n)

2)1/2=λn−1/2, and sup
ω

|vω(n)|≤Cn−(1/3)−δ, δ>0.

(21)

For example, if we take idependent, identically distributed random variablesaω(n)

with uniform distribution in[−√
3,

√
3], thenvω(n) = λn−1/2aω(n) satisfy all the

conditions. The half-line random Schrödinger operatorshω with, say, Dirichlet bound-
ary conditions at zero and potentialvω exhibit very rich spectral structure. Such op-
erators where studied by Delyon, Simon, and Souillard [10], and more recently by
Kotani and Ushiroya [27] and Kiselev, Last, and Simon [26]. Our study here is based
mainly on the results of the last paper. In particular, the following was proven in [26].

Theorem (KLS [26]). For all ω, the essential spectrum ofhω is [−2,2]. If |λ|< 2,
then for a.e.ω, hω has purely singular continuous spectrum in{E | |E|< (4−λ2)1/2}
and only dense pure point spectrum in{E |(4−λ2)1/2< |E|< 2}.
For a.e.ω andE ∈ (−2,2),

lim
n→∞

log‖TE(n,0)‖
logn

= λ2

8−2E2
,(22)

and there exists an initial conditionθ(ω) at zero such that

lim
n→∞

log‖TE(n,0)uθ(ω)‖
logn

= − λ2

8−2E2
,(23)

whereuθ(ω) is the 2-vector corresponding to the boundary conditionθ(ω) at 0, and
TE(n,0) is the transfer matrix from0 to n at energyE.

This theorem implies that for a.e.ω andE ∈ (−√
4−λ2,

√
4−λ2), the spectral

measureµ (corresponding to the vectorδ1) has local Hausdorff dimension

α(E,λ)= 4−E2−λ2

4−E2
(24)

at energyE, in the sense that for anyε > 0, there is aδ so thatµ(A)= 0 if A is a subset
of (E−δ,E+δ) of Hausdorff dimension less thanα(E,λ)−ε, and there is a subset
B of Hausdorff dimension less thanα(E,λ)+ε such thatµ((E−δ,E+δ)\B)= 0.
These properties of the spectral measure follow from (22), (23) by subordinacy theory
[19], [20]. See [26] for details.

Remark. The KLS theorem also provides an example indicating that the criterion
of Theorem 1.1 is optimal in the sense that one cannot, in general, say more by
looking at the rate of growth of theL2-norm. Indeed, by (22), for a.e.ω, all solutions
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ũ(n,E) for every energyE in the continuous spectrum satisfy

R−ρ‖ũ(n,E)‖2
BR

≤ C,
for any

ρ > 1+ λ2

4−E2

and allR. In particular, for everyρ > 1, we can takeλ sufficiently small to ensure
the existence of an intervalIρ aroundE = 0 such that for a.e.ω, all solutions (and in
particular the one obeying the boundary condition) satisfy

R−ρ‖ũ(n,E)‖2
BR
< C

for E ∈ Iρ . Yet for a.e.E ∈ Iρ , we haveDµ(E) = 0 since the measure is purely
singular. This shows that no condition of type (2) withα > 1 leads, in general, to
pointwise estimates on the derivatives of spectral measures.

This remark sounds trivial in one dimension, but it is straightforward (using the
analysis of [26] for the continuous analogVω(x) of the family of random potentials
we study) to give a similar example that works in any dimension (in the continuous
case). SetHVω = −�+λVω(r) with spherically symmetric potential. Using spherical
symmetry, one shows that the spectrum ofHVω is purely singular with probability 1.
However, for everyρ > 1, there are solutions for a.e.ω and all energiesE sufficiently
large such that (2) holds withα = ρ.

The following theorem shows that as long as our operatorshω have some continuous
spectrum (which may be of arbitrarily small dimension), their transport properties are
arbitrarily close to ballistic.

Theorem 5.1. Consider the familyhω of random Schrödinger operators defined
on Z+ with potentialλvω(n), whereλ < 2 and the potential satisfies (21). Then
for a.e.ω, for everyψ such thatPc(ω)ψ �= 0 (wherePc(ω) is the projector on the
continuous spectrum of the operatorhω), we have that for everyε > 0 andm > 0,
there is a positive constantCε,m,ω such that for anyT > 0,〈〈|X|mψ(t),ψ(t)〉〉

T
≥ Cε,m,ωT m(1−ε).(25)

Proof. By the results of the Gilbert-Pearson theory, the spectral measureµ is
supported on the set of the energiesE for which the decaying solution (23) satisfies the
boundary condition (namely,θ(ω) coincides with the Dirichlet boundary condition).
Moreover, these decaying solutions, which we denote byu(n,E), are exactly the
generalized eigenfunctions in the sense of Theorem 1.2, if we normalize them by
settingu(1,E)= 1.

Fix ω such that the results of the KLS theorem hold. (23) implies that the general-
ized eigenfunctionsu(n,E) of the operatorhω satisfy

limsup
R→∞

R−γ ‖u(n,E)‖2
BR

≤ ∞(26)
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for everyγ > α(E,λ) given by (22). Pick an open energy intervalI = (E1,E2) ⊂
(−√

4−λ2,
√

4−λ2), such that 0/∈ I , andµψ(I) > 0. Let α1 = α(E1,λ), α2 =
α(E2,λ). α(E,λ) is monotone onI . Assume, without loss, thatα1< α2. The restric-
tion of µψ to I is α1-continuous, and by (26), limsupR→∞R−α2‖u(n,E)‖2

BR
<∞

for any generalized eigenfunctionu(n,E) with E ∈ I . Thus, by Theorem 1.2, for
eachm> 0, there is a constantCm,I,ω such that for allT > 0,〈〈|X|mψ(t),ψ(t)〉〉

T
≥ Cm,I,ωT mα1/α2.

SincePc(ω)ψ �= 0, we can clearly choose such an intervalI with α1/α2> 1−ε and
µψ(I) > 0. Thus, Theorem 5.1 follows.

Remark. By using an extension of the proof of Theorem 1.2, we can show that
there is actually a component of the wave packet of size corresponding to‖Pc(ω)ψ‖
that is spreading on average at a rate that is arbitrarily close to ballistic. More explicitly,
we can show that for a.e.ω, for everyε > 0 andρ > 0, there exists a constantCω,ρ,ε
such that ifRT = Cω,ρ,εT 1−ε , then〈‖PRT ψ(t)‖2〉

T
≤ ‖ψ−Pc(ω)ψ‖2+ρ.(27)

This easily yields Theorem 5.1 and is thus a stronger statement.

Appendices

A. Generalizations. The whole proof of Theorem 1.1 readily extends to more
general settings. Namely, we can replace the operatorH�V with a general, uniformly
elliptic self-adjoint operatorJ such that

J = (
∂l− iAl(x)

)
alk(x)

(
∂k− iAk(x)

)+V (x),
provided thatalk,Al , andV are “nice enough” (for example, bounded and sufficiently
smooth). The proof for this case is very similar. Green’s formula leads us to consider
the following modified Wronskian:

W∂S[f,g] =
∫
∂S

(
cos

(
n,xl

)
alk
((
∂k− iAk

)
u
)
v−ucos

(
n,xk

)(
∂l− iAl

)
alkv

)
dσ.

It is clear that under our assumptions, the analog of Lemma 2.4 holds. The estimate
of Lemma 2.3 also holds with the constant independent ofR by the standard Sobolev
estimates for bounded sufficiently smooth coefficients (see, e.g., [13], [31]). The rest
of the proof does not change.

A similar remark applies to some higher-order operators and systems. In particular,
in one dimension, a self-adjoint half-line differential operator of order 2n is given by
the expression

(Lf )(x)= (−1)n
(
p0f

(n)
)(n)+(−1)n−1(p1f

(n−1))(n−1)+·· ·+pnf
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and a set of self-adjoint boundary conditions at zero. The analog of the Wronskian in
this case is determined by integration by parts:

WL,x[f,g] =
n∑
j=1

j∑
m=1

(−1)m
((
pjf

(j)
)(m−1)

g(j−m)−f (j−m)(pjg(j))(m−1)
)
,(28)

where all values are taken at the pointx. The analog of the Sobolev estimates of
Lemma 2.3 is now the claim that for a solution of(L−E)u= φ,

‖u‖Wm
2 (BR)

≤ C‖u‖L2(BR+1)

holds form≤ 2n−1. Such estimates (in fact, form≤ 2n) are well known to hold for
operators with bounded sufficiently smooth coefficients (see, e.g., [31]). The analog
of Lemma 2.4 follows directly from (28); the rest of the proof of Theorem 1.1 does
not change.

In particular, we have the following theorem.

Theorem A.1. LetL denote the self-adjoint differential operator of order2n with
bounded sufficiently smooth (say, infinitely differentiable) coefficients. Suppose that
for everyE in a setS of positive Lebesgue measure, there exists a bounded solution
u(x,E) of the generalized eigenfunction equation

(L−E)u= 0

satisfying the boundary conditions. Suppose that for a compactly supported function
φ ∈ L2, we have ∫

u(x,E)φ(x)dx �= 0

for a.eE ∈ S. Then the absolutely continuous part of the spectral measureµφ fills S
(so thatµφ(S1) > 0 for anyS1 ⊂ S of positive Lebesgue measure).

Remark. Of course, we can also allow forφ that are notL2, but from the Sobolev
spaceH−2(HV ), such as theδ function and its derivatives up to 2n−1, which are often
used in the setting of one-dimensional differential operators. The spectral measure is
not finite in this case, but nothing else changes.

Theorem A.1 follows from the above discussion and proof of Theorem 2.5. This
result may be viewed as a sort of analog of [41], [42] for the higher-order case. It
is typical, though, that our condition involves only one solution ([41], [42] require
all solutions to be bounded) because the possible multiplicity of the spectrum makes
it unreasonable to demand all solutions to be bounded (in higher-order cases) to get
absolutely continuous spectrum. On the other hand, our result does not guarantee pure
absolute continuity.
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B. One-dimensional perturbed Stark operators. In this appendix, we make a
remark concerning dynamical properties of a certain class of perturbed Stark opera-
tors. We denote byHV,S the operator defined on the whole axis by the differential
expression

− d2

dx2
−x+V (x).

Our results are based on the following theorem, proved in [25].

Theorem [25]. Suppose that|V (x)| ≤ C(1+|x|)−(1/3)−ε , or thatV is bounded
and has a derivativeV ′ that is bounded and Hölder continuous. Then the whole axis
(−∞,∞) is an essential support of the absolutely continuous part of the spectral
measureµ. Moreover, for a.e.E ∈ R, there exist two linearly independent solutions
u±(x,E), such that

u±(x,E)= x−1/4exp

(
± i
(

2

3
x3/2+f±(x,E)

))(
1+o(1))

asx → +∞, where|f ′±(x,E)| ≤ C(1+x)−1/2.

Stark operators do not fit into the framework provided by Theorem 1.1 because of
the strong negative part of the potential (and resulting failure of Lemma 2.3). Indeed,
for a.e. energyE, we have a solutionu(x,E) that satisfiesR−1/2‖u(x,E)‖BR ≤
C(E), which, if Theorem 1.1 were true, would implyD1/2(E) > 0 a.e.E. It should
be possible to prove an analog of Theorem 1.1 for some perturbed Stark operators,
taking into account that instead of the Sobolev estimates of Lemma 2.3, we have

‖∇u‖2
BR

≤ CR‖u‖2
BR
.

However, the criterion of Theorem 1.2 applies, immediately giving the following
theorem.

Theorem B.1. Under the conditions of the previous theorem, for every vectorψ

with nonzero projection on the absolutely continuous subspace, we have〈〈|X|mψ(t),ψ(t)〉〉
T

≥ CT 2m.

We note that there are examples (see [32]) of potentialsV satisfying

|V (x)| ≤ C(x)(1+|x|)−1/3,

whereC(x) tends to infinity asx → ∞, but arbitrarily slowly, such that for a corre-
sponding Stark operator, there is a dense set of eigenvalues embedded in the absolutely
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continuous spectrum. Theorem B.1 shows that such potentials, nevertheless, do not
slow down dynamics corresponding to the absolutely continuous component.
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