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0.1 Introduction

Attempts to understand the nature of fluid motion have occupied minds of resear-
chers for many centuries. Fluids are all around us, and we can witness the complexity
and subtleness of their properties in every day life, in ubiquitous technology, and
in dramatic phenomena such as tornado or hurricane. There has been an enormous
wealth of knowledge accumulated in the broad area of fluid mechanics, yet it is quite
remarkable that many of the most fundamental as well as important in applicati-
ons questions remain poorly understood. A special role in fluid mechanics is played
by incompressible Euler equation, first formulated in 1755 [10], the second partial
differential equation (PDE) ever derived (the first one is wave equation derived by
D’Alembert 8 years earlier). It describes motion of an inviscid, volume preserving
fluid. The incompressible Euler equation is a nonlinear and nonlocal system of PDE,
with dynamics near a given point depending on the flow field over the entire region
filled with fluid. This makes analysis of these equations exceedingly challenging, and
the array of mathematical methods applied to their study has been extremely broad.

The main function of a PDE such as Euler equation is, given some initial data,
to allow us to compute the solution and use it for prediction of future behavior of the
fluid. This is exactly how weather forecasting works, or how new airplane shapes are
designed. Therefore, the first basic question one can ask about a PDE is existence
and uniqueness of solutions in some appropriate class. If one can show existence
and uniqueness of solutions, the PDE is often called globally regular (sometimes,
continuous dependence on the initial data is also added to the list of desirable pro-
perties). On the other hand, if solutions can form singularities in finite time, the
terminology for such phenomena is that finite time blow up happens. Understan-
ding singularities is important because they correspond to dramatic, highly intense
fluid motion, can indicate limits of applicability of the model, and are very difficult
to resolve computationally. The story of global regularity vs finite time blow up for
incompressible Euler equation is very different in two and three spatial dimensions.
While for d = 2, global regularity is known since 1930s, the question remains open
for d = 3, where only local existence of regular solutions is known. The reasons for
such disparity will become clear below, once we write the Euler equation in vorticity
form. More generally, one can ask a related and broader question about creation
of small scales in fluids - coherent structures that vary sharply in space and time,
and contribute to phenomena such as turbulence. The problem has a long history
of contributions by leading mathematicians; mathematically, one often asks about
lower bounds on the growth of derivatives of solutions in certain scenarios. One can
consult the books [16], [17] for more details on history of the problem.

The main goal of these lectures is to review some recent developments in the
area. A few years ago, based on extensive numerical simulations, Hou and Luo [15]
have proposed a new scenario for singularity formation in the 3D Euler equation. The
scenario has a fascinating, complex geometry - it is axi-symmetric, and growth in
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vorticity is observed at a ring of hyperbolic points of the flow located at the boundary
of a cylinder. The solution has self-similar features which, however, do not appear to
be exact. Inspired by this work, Kiselev and Sverak provided a rigorous construction
of an example of solutions of 2D Euler equation where growth of vorticity gradient
is very fast - double exponential in time. Such rate of growth is known to be sharp.
Also, a couple of new one-dimensional models have been developed to gain insight
into the Hou-Luo scenario. We will review these and related earlier works and outline
some open questions and directions.

Our starting point is a global regularity result for solutions of 2D Euler equation.
We will follow the approach by Yudovich, often referred to as Yudovich theory.
It establishes existence and uniqueness of solutions for initial data with bounded
vorticity, ω = curlu. As we will see, this class is very natural since it leads to log-
Lipschitz fluid velocities ensuring existence of uniqueness of fluid particle trajectories.
We will also see that the results can be easily upgraded to more regular initial data
and solutions.

We are mostly interested in the study of the Euler equation in a bounded domain
D ⊂ Rd that is compact and smooth. In the first sections, we will consider the case
d = 2, and in the later ones discuss one-dimensional models of the three-dimensional
phenomena. The incompressible Euler equation reads as follows

(E) :


∂tu+ (u · ∇u) = ∇p
u · n|∂D = 0
∇ · u = 0
u(x, 0) = u0(x)

The velocity field u is given by the Biot-Savart law u = ∇⊥(−∆)−1ω where ∇⊥ =
(∂2,−∂1). It is well known that, when written in terms of the vorticity ω = curl u
the Euler equation becomes the following 2D transport equation

∂tω + (u · ∇)ω = 0. (1)

In three dimensions, there is also the vortex stretching term (ω · ∇)u on the right
hand side, but it vanishes in 2D.

On can consider the equation in terms of trajectories Φt(x) (the flow map cor-
responding to the 2D Euler) that is

(E) :


dΦt
dt

= u(Φt(x), t)

ω(Φt(x), t) = ω0(x)
Φ0(x) = x.
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We have∣∣∣∣ ddt |Φt(x)− Φt(y)|2
∣∣∣∣ ≤ 2 |u(Φt(x, t))− u(Φt(y), t)) · (Φt(x)− Φt(y))|

≤ 2‖∇u(·, t)‖L∞ |Φt(x)− Φt(y)|2

Then, using Grönwall’s lemma,

exp

− t∫
0

‖∇u‖L∞ ds

 ≤ |Φt(x)− Φt(y)|
|x− y|

≤ exp

 t∫
0

‖∇u(·, s)‖L∞ ds

 (2)

So ω(x, t) = ω0(Φ−1
t (x)). We are going to assume ω0 ∈ L∞. We will see that

this is a natural class for the existence and uniqueness theory. Let us introduce the
notation

u = ∇⊥(−∆D)−1ω = ∇⊥
∫
D

GD(x, y)ω(y) dy =
∫
D

∇⊥GD(x, y)︸ ︷︷ ︸
KD(x,y)

ω(y) dy

where
GD(x, y) = 1

2π ln(|x− y|) + h(x, y)

and h is such that

∆xh(x, y) = 0 and h(x, y)|x∈∂D = − 1
2π ln(|x− y|)

Lemma 0.1.1. We have the following estimates :

|GD(x, y)| ≤ C(1 + ln(|x− y|))
|∇GD(x, y)| ≤ C(D)|x− y|−1

|∇2GD(x, y)| ≤ C(D)|x− y|−2

We have the following proposition

Proposition 0.1.2. The following estimate holds: for every x, x′ ∈ D,∫
D

|KD(x, y)−KD(x′, y)| dy ≤ Cρ(|x− x′|)

where ρ is defined by ρ(r) = r(1− ln(r)) if r ≤ 1 and ρ(r) = 1 if r ≥ 1.

Sketch of the proof: The main interesting regime is when x and x′ are close
enough that is |x− x′| = δ < 1. Then we have
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(i)
∫

D∩B2δ(x)

|KD(x, y)−KD(x′, y)| dy ≤
∫

B3δ(x)

C

|x− y|
dy = C

3δ∫
0

1
r
r dr = cδ

and

(ii)
∫

D∩Bc2δ(x)

|KD(x, y)−KD(x′, y)|dy ≤ Cδ
∫

D∩Bc2δ(x)

|∇KD(x′′(y), y)| dy

≤ δ
c∫
δ

r

r2 dr ≤ cδ(1− ln(δ))

Note that due to presence of the boundary, x′′(y) may in general not lie on an
interval between x and x′; one has instead to use a path which lies entirely in D.

We leave details of the argument to interested reader. �

Proposition 0.1.3. Assume u(x, t) is log-Lipschitz

|u(x, t)− u(x′, t)| ≤ cρ(|x− x′|)

Then the Cauchy problem

(C) :

{
x′(t) = u(x(t), t)
x(0) = x0

has a unique solution.

The uniqueness can be proved in the usual way. That is, assume we have two different
solutions x(t) and y(t). Set z(t) = x(t)− y(t), then

|z′(t)| ≤ |u(x(t), t)− u(y(t), t)| ≤ Cz(t)(1− ln z(t))

and so
z(t)∫
z(0)

dz

z(1− ln(z)) ≤ Ct.

This is impossible if z(0) = 0 and z(t) > 0 for some t.
To construct a solution, we consider the sequence of equations

un(x, t) = KD ∗ ωn−1(x, t).

It is equivalent to solve the trajectories equation

dΦnt (x, t)
dt

= un(Φnt , t)
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and set ωn(x, t) = w0((Φnt )−1(x)). Then, since the sequence ωn is uniformly bounded
it implies that un is uniformly log-Lipschitz and we have∣∣∣∣ ddt |Φnt (x)− Φnt (y)|2

∣∣∣∣ ≤ C |Φnt (x)− Φnt (y)|2 (1− log |Φnt (x)− Φnt (y)|)

(while |Φnt (x)− Φnt (y)| ≤ 1/2 and so∣∣∣∣ ddt log |Φnt (x)− Φnt (y)|
∣∣∣∣ ≤ −C log |Φnt (x)− Φnt (y)|

Grönwall lemma then gives the following two sided estimate

|x− y|eCt ≤ |Φnt (x)− Φnt (y)| ≤ |x− y|e−Ct.

Therefore, Φt is uniformly Hölder continuous in x for every t. The same applies to
the inverse map Φ−1

t :

|x− y|e
Ct

≤ |(Φnt )−1(x)− (Φnt )−1(y) ≤ |x− y|e
−Ct

Then, on any interval [0, T ] × D̄ we can find (via Ascoli-Arzela criterion) a subse-
quence nj such that

Φnjt (x) −→ Φt(x) ∈ Cα(T )([0, T ]×D)

with ω, u defined by ω(x, t) = ω0(Φ−1
t (x)) and u(x, t) = KD ∗ ω(x, t).

Next we state two useful related theorems. The first one summarizes our discus-
sion, while the second one is a natural extension.

A Yudovich’s Theorem. [20],[16],[17] Assume ω0 ∈ L∞(D̄) for a bounded do-
main D. Then there exists a unique triple (Φt(x), ω, u) satisfying

ω(x, t) = ω0(Φ−1
t (x)), dΦt(x)

dt
= u(Φt(x), t), and u = KD ∗ ω(x, t).

Moreover, u is log-Lipschitz in x uniformly in time and

Φ−1
t (x) and Φt(x) belong to Cα(T )([0, T ]× D̄), α(T ) > 0,

and ω ∈ L∞, ω(x, t) converges to ω0 as t→ 0 in the weak-∗ topology in L∞.

Theorem 0.1.4. Suppose in addition that ω0 ∈ Ck(D̄). Then ω(x, t) ∈ Ck(D̄),
u ∈ Ck,α for all α < 1 and its k order derivatives are log-Lipschitz in x, and
Φt(x) ∈ Ck,α(T )([0, T ]× D̄)

Examples of interesting questions are for instance: How fast can the derivative of a
solution grow? How fast small scales can be generated? We begin by giving some
examples of dynamics, illustrating Yudovich theorem and its sharpness as well as
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providing first insight into the growth questions. The so-called Bahouri-Chemin [1]
example is defined on the torus T2. This solution has some symmetry; namely it is
odd with respect to both coordinate axes x1 and x2. Suppose that T2 = [−π, π)2.

The vorticity in the Bahouri-Chemin example is identically equal to 1 in the first
quadrant (0, π)× (0, π) and is defined elsewhere by symmetry and periodicity.

x1

x2

1

−11

−1

Claim: Such ω0(x) is a stationary solution in the sense of Yudovich. The result
follows from the lemma below.

Lemma 0.1.5. Suppose that the domain D is symmetric with respect to x2 axis. If
ω0 ∈ L∞ is odd with respect to x1 then the corresponding solution ω(x, t) remains
odd for all t > 0. Moreover, the solution corresponding to Bahouri-Chemin example
remains constant in time.

Remark. Of course, oddness with respect to any other symmetry axis of D is also
conserved. The argument also applies to R2 or T2.

Proof.One can check directly that if ω(x1, x2, t) is a solution then so is−ω(−x1, x2, t).
At time 0, they are both equal to ω0(x) and therefore by uniqueness they coincide
for all time. Furthermore, if ωx1,x2,t is odd for all time then (−∆)−1ω(x1, x2, t) is
also odd (this can be checked using Fourier transform on the torus for instance),
and u1 = ∂2(−∆)−1ω implies oddness of u1 with respect to x1. A similar argument
applies to u2 and at other cell boundaries. Thus, all trajectories stay inside the cell
where they started for all time. The formula ω(x, t) = ω0(Φ−1

t (x)) then shows that
the Bahouri-Chemin solution is stationary. �

For the property of Bahouri-Chemin solution that we want to derive we will
need the following lemma.
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Lemma 0.1.6. Suppose ω0 ∈ L∞(T2) with mean zero, u(x) = ∇⊥(−∆)−1ω. Then,

u(x) = lim
γ→0

1
2π

∫
R2

(x− y)⊥

|x− y|2
exp−γ|y|

2
ω(y) dy,

where ω is extended periodically to all R2.

The proof of this lemma can be established using Fourier transform. We leave details
to interested reader.

Theorem 0.1.7. In the Bahouri-Chemin example we have

u1(x1, 0) = 2
π
x1 ln(x1) +O(x1)

for small x1.

Proof. We decompose u1(x1, 0) = uM1 (x1, 0) + uR1 (x1, 0), with

uM1 (x1, 0) ≡ 1
2π

∫
T2

−y2
|x− y|2

ω(y) dy,

and,
uR1 (x1, 0) ≡ 1

2π lim
γ→0

∫
R2\T2

−y2
|x− y|2

ω(y)e−γ|y|
2
dy.

Then, using the oddness of ω(y), we get

uR1 (x1, 0) = − 1
π

lim
γ→0

∫
R2\T2,y1≥0,y2≥0

(
y2

(x1 − y1)2 + y2
2
− y2

(x1 + y1)2 + y2
2

)
ω(y) dy

hence an estimate using periodicity and mean zero property of ω shows

uR1 (x1, 0) = 1
π

lim
γ→0

∫
R2\T2,y1≥0,y2≥0

4x1y1y2
((x1 − y1)2 + y2

2)((x1 + y1)2 + y2
2)
w(y)e−γ|y|

2
dx dy ≤ Cx1

The log part will come from uM1 : indeed, we have

uM1 (x1, 0) = 1
π

π∫
0

pi∫
0

4x1y1y2
((x1 − y1)2 + y2

2)(x1 + y1)2 + y2
2)
dy1dy2

The main contribution comes from

B := 4
π
x1

1∫
2x1

1∫
2x1

y1y2
(y2

1 + y2
2)2 .
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The difference between uM1 (x1, 0) and B can be estimated as Lipschitz, ≤ Cx1. On
the other hand, computing the value of B directly gives B = 2

πx1 ln(x1) +O(x1). �
Another feature of the Bahouri-Chemin example is that the flow map Φt(x) is

Hölder with exponent decaying in time. Indeed d/dt(Φ1
t (x1, 0)) ∼ cΦ1

t (x1, 0) log(Φ1
t (x1, 0))

(the characteristic on the separatrix). Therefore, we have d/dt(log(Φ1
t (x1, 0))) ∼

c log(Φ1
t (x1, 0)) so that log(Φ1

t (x1, 0)) ∼ log(x1)ect. Hence, the inverse flow map
Φt(x) has Hölder exponent less or equal to e−ct. This means that the estimates of
Yudovich theorem are qualitatively sharp.

0.2 An upper bound for growth of ∇ω

Last lecture, we showed that if ω0 ∈ L∞ ⇒ ∃ unique solution (ω,Φt, u) of the 2D
Euler equation in the following sense:

dΦt
dt

(x) = u(Φt(x), t), Φ0(x) = x (3)

u(x, t) =
∫
D

KD(x, y)ω(y, t) dy (4)

ω(x, t) = ω0(Φ−1
t (x)) (5)

Here u is log-Lipschitz in x, ω is in L∞, Φt(x) and Φ−1
t (x) are in Cα(T )([0, T ]×D̄)

If in addition ω0 ∈ C1, then we have ω ∈ Cα(T ) ⇒ u ∈ C1,α(T ). This statement
is directly implied by the following classical theorem.

Theorem 0.2.1 (Kellogg, Schauder, see e.g. [11]). Suppose that D is a domain
in Rd with smooth boundary. Let ψ solve the Dirichlet problem −∆ψ = ω and
ψ|∂D = 0. Assume that ω ∈ Cα(D̄), α > 0. Then ψ ∈ C2,α(D̄) and ‖∂ijψ‖Cα ≤
C(α,D)‖ω‖Cα .

Let us recall the equation (2) that we derived last time:

exp

− t∫
0

‖∇u‖L∞ ds

 ≤ |Φt(x)− Φt(y)|
|x− y|

≤ exp

 t∫
0

‖∇u‖L∞(s) ds

 .

If u ∈ C1,α(T ), it implies that Φt(x),Φ−1
t (x) is Lipschitz in x for every t. Moreover,

with slightly stronger technical effort one can show that Φt(x),Φ−1
t (x) ∈ C1,α(T ).

This implies that ω ∈ C1(D̄) for all times. The next theorem provides a quantitative
version of this argument.

Theorem 0.2.2 (Wolibner, Hölder, Yudovich [19],[12],[20]). Assume ω0 ∈ C1(D̄),
D ⊂ R2, is compact with smooth boundary. Then the gradient of the solution ω(x, t)
satisfies the following bound
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‖∇ω(·, t)‖L∞
‖ω0‖L∞

≤ (‖∇ω0‖L∞
‖ω0‖L∞

+ 1)exp(C‖ω0‖L∞ t) (6)

for all t > 0.

Ingredients of the proof :
1. Due to the two-sided nature of (2), we have

e
−
∫ t

0
‖∇u(·,s)‖L∞ds ≤ |Φ

−1
t (x)− Φ−1

t (y)|
|x− y|

≤ e
∫ t

0
‖∇u(·,s)‖L∞ds (7)

2. Notice that

‖∇ω(·, t)‖L∞ ≤ sup
x,y∈D̄

|ω0(Φ−1
t (x))−ω0(Φ−1

t (y)|)
|x−y|

≤ ‖∇ω0‖L∞ sup
x,y∈D̄

|Φ−1
t (x)−Φ−1

t (y)|
|x−y|

3. Kato’s inequality, which we will prove later. If ω ∈ Cα(D̄), α > 0, u =
∇⊥(−∆D)−1ω. Then

‖∇u‖L∞ ≤ C(α,D)‖ω0‖L∞(1 + log(1 + ‖ω‖C
α

‖ω‖L∞
)). (8)

Combining equations (7) and (8), we obtain

f(t)−1 ≤ |Φ
−1
t (x)− Φ−1

t (y)|
|x− y|

≤ f(t) (9)

where

f(t) = exp(C‖ω0‖L∞
t∫

0

(1 + log(1 + ‖∇ω(x, s)‖L∞
‖ω0‖L∞

))ds).

Combining this together with ingredient 2, we have

log ‖∇ω(·, t)‖L∞ ≤ log ‖∇ω0‖L∞+C‖ω0‖L∞
t∫

0

(1+log(1+‖∇ω(x, s)‖L∞
‖ω0‖L∞

))ds (10)

Let z = ‖∇ω(·,t)‖L∞
‖ω0‖L∞ . Then it is straightforward to show that z(t) ≤ y(t) where y(t)

solves
y′

y
= C‖ω0‖L∞(1 + log(1 + y)), y(0) = ‖∇ω0‖L∞

‖ω0‖L∞
(11)

Hence
y′

1 + y
≤ C‖ω0‖L∞(1 + log(1 + y)) (12)



10

After integrating both sides from 0 to t, we obtain

1 + log(1 + y(t)) ≤ (1 + log(1 + y(0)) exp(C‖ω0‖L∞t) (13)

�
Proof of Kato’s inequality:

Take δ = min{(‖ω0‖L∞
‖ω0‖Cα ) 1

α , γ}, where γ is chosen so that the set of x ∈ D

with dist(x, ∂D) ≥ 2δ is not empty. According to Biot-Savart law and properties of
Dirichlet Green’s function, we know

u(x, t) =
∫
KD(x, y)ω(y, t)dy, KD = ∇⊥GD

∇u(x, t) = 1
2πP.V.

∫
∇KD(x, y)ω(y, t)dy +Mω(x)

where M is a constant matrix. Note that we need to exercise care when taking
derivative of u since singularity in the kernel becomes non-integrable. Computing
the derivative in weak sense leads to the extra term Mω(x) which is of no concern
in the estimate we need. First we consider x ∈ D, s.t dist(x, ∂D) ≥ 2δ. The part of
integral over the complement of the ball centered at x with radius γ can be estimated
as∣∣∣∣∣∣∣
∫

Bc
δ
(x)

∇|KD(x, y)ω(y, t)dy

∣∣∣∣∣∣∣ ≤ C‖ω0‖L∞
∫

Bc
δ
(x)

|x−y|−2dy ≤ C‖ω0‖L∞(1+ log δ−1).

(14)
For the other part of the integral, we recall the decomposition of GD. The first

term is

|P.V.
∫
Bδ(x) ∂

2
xi,xj log |x− y|ω(y)dy| = |

∫
Bδ(x) ∂

2
xi,xj log |x− y|(ω(y)− ω(x))dy|

≤ C‖ω(x, t)‖Cα
∫ δ

0 r
−1+αdr

≤ C(α)δα‖ω(x, t)‖Cα
≤ C(α)‖ω0‖L∞

The last inequality comes from our choice of δ.
Finally, we deal with the last term. Notice that by maximal principle, |h(z, y)| ≤

C log δ−1 for all y ∈ Bδ(x), and z ∈ D. Then standard estimates for harmonic
functions (see e.g. [9]) give, for each y ∈ Bδ(x),

|∂2
xixjh(x, y)| ≤ Cδ−4

∫
Bδ(x)

|h(z, y)|dz ≤ Cδ−2 log δ−1.

This gives ∣∣∣∣∣∣∣
∫

Bδ(x)

∂2
xixjh(x, y)ω(y, t)dy

∣∣∣∣∣∣∣ ≤ C‖ω0‖L∞ log δ−1. (15)
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Combining these estimates, the inequality is proved for interior points satisfying
dist(x, ∂D) ≥ 2δ.

Now if x′ is such that dist(x′, ∂D) < 2δ, find a point x such that dist(x, ∂D) ≥ 2δ
and |x− x′| ≤ C(D)δ. By Theorem 0.2.1, we have

|∇u(x′)−∇u(x)| ≤ C(α,D)δα‖ω‖Cα (16)

which, together with estimate for interior point x, implies that the inequality holds
for all points in D.

�

0.3 Simple examples of gradient growth in passive scalars

The passive scalar equation in 2D is given by

∂tψ + (u · ∇)ψ = 0, ψ(x, 0) = ψ0(x).

Here u is a given, “passive"vector field that may or may not depend on time.
1. Shear flow

u = (u(x2), 0)

Φ−1
t (x1, x2) = (x1 − u(x2)t, x2)

ψ(x, t) = ψ0(Φ−1
t (x))

In this example,
‖∇ψ‖L∞ ∼ ct (17)

provided that u′ is bounded.
2. Cellular flow

ω(x1, x2) = sin x1 sin x2

u(x1, x2) = (− sin x1 cosx2, sin x2 cosx1)
d

dt
Φ1
t (x1, 0) ∼ −Φ1

t (x1, 0) for x2 = 0, x1 small

So x1(t) ∼ x1(0)e−t, ‖∇ψ‖L∞ ∼ ect. We also know if ‖∇u‖L∞ ≤ C, then
exponential growth is the fastest that one can get.
3. Bahouri-Chemin flow In this example, described in the first lecture, the
flow u satisfies u1(x1, 0) ∼ cx1 ln x1 for x1 small enough, so Φ1

t (x1, 0) ∼ xect1 if x1 is
sufficiently small. This leads to double exponential growth of ‖∇ψ‖L∞ in a passive
scalar advected by such u.
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0.4 Growth of derivatives in solutions of 2D Euler

The first works constructing examples with growth in derivatives of vorticity are due
to Yudovich [13, 21], He used Lyapunov functional method to prove some growth
in ‖∇ω‖L∞ at a flat part of the boundary of domain D. Then, Nadirashvili [18]
has constructed examples 2D Euler solutions on an annulus with linear growth of
‖∇ω‖L∞ . Later Denisov [7] constructed an example in periodic setting that shows
superlinear growth; to be specific, he proved 1

T 2

∫ T
0 ‖∇ω(·, t)‖L∞dt→∞ as T →∞.

Denisov also built an example to show that ‖∇ω(·, t)‖L∞ can experience bursts of
double exponential growth over finite time intervals [8]. The idea for the latter
example involves smoothing and slightly perturbing Bahouri-Chemin flow.

We are going to describe a very recent example showing that double exponential
growth in the derivatives of solutions of 2D Euler equation in a bounded domain
can indeed happen for all times. Thus the upper bound going back to Wolibner is
qualitatively sharp.

Theorem 0.4.1 (Kiselev,Sverak). [14] Let D be a unit disk in R2, then there exists
ω0 ∈ C∞(D̄) and ‖∇ω0‖L∞ ≥ 1 such that ‖∇ω(·, t)‖L∞ ≥ ‖∇ω0‖c exp(ct)

L∞ , for any
t.

As we will see, growth happens at the boundary ∂D. The example is motivated by
Luo-Hou’s numerical experiments [15], where a new scenario for finite time singu-
larity formation in solutions of the 3D Euler equation is proposed. The scenario is
axi-symmetric, and extremely fast growth is observed at a ring of hyperbolic points
of the flow located at the boundary of a cylinder. We will see below that the geo-
metry of the double exponential growth example is similar, and a hyperbolic point
on the boundary plays a key role.

It will be convenient for us to set the origin at the lowest point of the unit disk D
(so that the center of the disk has coordinates (0, 1)). Denote D+ = {x ∈ D|x1 ≥ 0}.
The initial ω0 will be odd in x1. Then the solution ω(x, t) is also odd for all times.
By Biot-Savart law, we have

u(x, t) = ∇⊥
∫
GD(x, y)ω(y, t)dy

where due to our choice of coordinates GD(x, y) = 1
2π ln |x−y|

|x−ȳ||y−e2| , ȳ = y−e2
|y−e2|2 +e2,

e2 = (0, 1).
We need the following notation:

Dγ1 = {x ∈ D+|π2 − γ ≥ θ ≥ 0},

Dγ2 = {x ∈ D+|π2 ≥ θ ≥ γ},

where θ is the usual angular variable. Next, denote

Q(x1, x2) = {y ∈ D+|y1 ≥ x1, y2 ≥ x2}
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Ω(x1, x2, t) = 4
π

∫
Q(x1,x2)

y1y2
|y|4

ω(y, t)dy

Before we prove Theorem 0.4.1, we need the following key lemma.

Lemma 0.4.2. Assume ω0 is odd in x1. Fix small γ > 0. Then there exists δ > 0
such that

u1(x, t) = −x1Ω(x, t) + x1B1(x, t), |B1| ≤ Cγ‖ω0‖L∞ , ∀x ∈ Dγ1 , |x| ≤ δ (18)

u2(x, t) = x2Ω(x, t) + x2B2(x, t), |B2| ≤ Cγ‖ω0‖L∞ , ∀x ∈ Dγ2 , |x| ≤ δ (19)

Remark. We will see that in the certain regimes the first term on the right hand sides
in (18) and (19) is truly the main term. Then, in the main term, the trajectories of
fluid motion near the origin are pure hyperbolas. Also, note that the singularity in Ω
is capable of creating exactly ∼ log x1 behavior, akin to Bahouri-Chemin example,
as the support of vorticity approaches the origin.
Proof. We will consider the case of u1; the derivation for u2 is similar. Due to
symmetry, u(x) = ∇⊥

2π
∫
D+ ln( |x−y||x̃−ȳ||x−ȳ||x̃−y| )ω(y, t)dy, where x̃ = (−x1, x2). Fix x =

(x1, x2) ∈ Dγ1 and take Γ = 100(1 + cot γ)x1. Since x ∈ Dγ1 , we have 100|x| < Γ.
First,

∇⊥
2π
∫
BΓ(0) ln( |x−y||x̃−ȳ||x−ȳ||x̃−y| )ω(y, t)dy ≤ C‖ω0‖L∞

∫
B2Γ(0)

dy
|x−y|

≤ C‖ω0‖L∞
∫ 2Γ

0
1
ssds

≤ C‖ω0‖L∞x1

In the rest of integration region, we have |y| > 100|x|. Note that

πGD(x, y) = 1
4

(
ln(1− 2xy

|y|2 + |x|2
|y|2 )− ln(1− 2xȳ

|ȳ|2 + |x|2
|ȳ|2 )

− ln(1− 2x̃y
|y|2 + |x|2

|y|2 ) + ln(1− 2x̃ȳ
|ȳ|2 + |x|2

|ȳ|2 )
)

Observe that ln(1 + s) ∼ s− s2

2 +O(|s|3) for small s. Moreover, one can verify that
ȳ1
|ȳ|2 = y1

|y|2 ,
ȳ2
|ȳ|2 = 1− y2

|y|2 . Then, after a computation, we obtain

πGD(x, y) = −4x1x2y1y2
|y|4

+ 2x1x2y1
|y|2

+O

(
|x|3

|y|3

)
. (20)

This asymptotic expansion can be differentiated, and we get

π
∂GD
∂x2

(x, y) = −4x1y1y2
|y|4

+ 2x1y1
|y|2

+O

(
|x|2

|y|3

)
. (21)

Notice that ∫
D+
⋂
BcΓ

y1
|y|2

dy ≤
2∫

Γ

1
s
sds ≤ 2
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|x|2
∫

D+
⋂
BcΓ

1
|y|3

dy ≤ |x|2
2∫

Γ

1
s3 sds ≤ C|x|

2Γ−1 = C(γ)x1

2∫
x1

x1∫
0

y1y2
|y|4

dy1dy2 ≤
x1∫
0

y1
y2

1 + x2
1
dy1 ≤ C(γ)

2∫
x1

C(γ)x1∫
0

y1y2
|y|4

dy2dy1 ≤ C(γ)

Combining all our estimates together, we get (18). Similarly, we can prove (19)
for x ∈ Dγ2 .

�
With this main lemma in hand, exponential growth of gradient of the vorticity

is easy to obtain.
Set ω0 = 1 for every x ∈ D+ except for x1 ≤ δ. Then for every t,

∣∣∣{x ∈
D+|ω(x, t) 6= 1}

∣∣∣ ≤ 2δ (since ω(x, t) = ω0(Φ−1
t (x)), and Φ−1

t is measure preser-

ving). Then, provided that |x| ≤ δ, Ω(x, t) ≥ C
∫ C
C
√
δ

∫ π
3
π
6

sin 2φ
s dsdφ ≥ C log δ−1.

We can choose δ so that C log δ−1 > 100C(γ), with C(γ) the constant in (18). For
any characteristic on ∂D with a starting point (x1, x2) satisfying x1 ≤ δ, we have
d
dtΦ

1
t (x1, x2) ≤ −c log δ−1Φ1

t (x1, x2) for some c > 0.
Now we are going to deal with double exponential growth. The construction

is qualitatively different, and has to be essentially nonlinear. We have to derive an
estimate on growth of Ω(x, t) in time due to advance of the unit vorticity towards
origin. It is not clear why such advance has to be at all orderly and controllable;
depletion of the region of high vorticity as it approaches the origin appears a dis-
tinct possibility. A key role in the proof plays a hidden “comparison principleïn (18).
Namely, the region Q(x1, x2) over which we integrate in the main term of the right
hand side in (18) tends to be larger for points closer to origin. It is this feature that
allows control of the scenario and proof of double exponential growth.

We will still assume
ω0 = 1, x1 ≥ δ,

0 ≤ ω0 ≤ 1 in D+. So from exponential growth proof, we have

Ω(x, t) ≥ C log δ−1 ≥ 100C(γ), ∀|x| ≤ δ, ∀t (22)

To be convenient, we also need the following notation. Take ε < δ, and denote

Ox′,x′′ = {x ∈ D+|x′ ≤ x ≤ x′′, x2 ≤ x1}
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In addition to the “front of unit vorticity for x1 ≥ δ, set ω0 = 1 on Oε10,ε, with
‖∇ω0‖L∞ ∼ ε−10. Furthermore, define

ū(x1, t) = max
(x1,x2)∈D+, x2≤x1

u1(x1, x2, t)

u(x1, t) = min
(x1,x2)∈D+, x2≤x1

u1(x1, x2, t).

Introduce a(t) and b(t) as follows: a(t) solves

a′(t) = ū(a(t), t), a(0) = ε10;

b(t) solves
b′(t) = u(b(t), t), b(0) = ε.

Proof of Theorem 0.4.1:
We first claim that ∀t ≥ 0, ω(x, t) = 1 if x ∈ Oa(t),b(t). Indeed, assume not:

ω(z, t) 6= 1, for some z ∈ Oa(t),b(t), then z = Φt(x) for some x 6∈ Oε10,ε. Then
Φs(x) ∈ ∂Oa(s),b(s) at some time s for the first time. However, by definition of a(s)
and b(s), Φs(x) can not enter from the sides x1 = a(s), b(s) of the region. Due to
the boundary condition, it also cannot enter from ∂D part of the boundary. This
leaves the diagonal part of the boundary where x1 = x2. By our choice of ω0, for all
s ≥ 0, the region Oa(s),b(s) lies in Dγ1 ∩ {|x| < δ}. Then by Lemma 0.4.2, we have

log δ−1 − C
log δ−1 + C

≤ −u1(x1, x1)
u2(x1, x1) ≤

log δ−1 + C

log δ−1 − C
(23)

We can assume that δ is small enough so that log δ−1 � C, so equation (23) means
that Φs(x) can not enter through diagonal side. Together we proved the claim.

Now we look at

a′(t) = ū(a(t), t)
≤ −a(t)Ω(a(t), x2(t), t) + Ca(t)
≤ −a(t)Ω(a(t), 0, t) + 2Ca(t).

In the above computation, x2(t) is the value of the second coordinate where the
maximum of u1 is achieved (keep in mind that u1 is negative), satisfying 0 ≤ x2(t) ≤
a(t). In the last step, we used the inequality Ω(a(t), x2(t), t) ≥ Ω(a(t), 0, t)−C, which
can be verified by direct computation. Similarly,

b′(t) = u(b(t), t)
≥ −b(t)Ω(b(t), x2(t), t)− Cb(t)
≥ −b(t)Ω(b(t), b(t), t)− 2Cb(t)

(since
∫ 1
b

∫ b
0
y1y2
|y|4 dy1dy2 ≤ C)
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Note that since ω(x, t) = 1 on Oa(t),b(t),

Ω(a(t), 0, t) ≥ Ω(b(t), b(t), t) + 4
π

∫
Oa(t),b(t)

y1y2
|y|4

dy.

The last term above can be estimated as follows

4
π

∫
Oa(t),b(t)

y1y2
|y|4

dy ≥ 4
π

π
4∫
ε

b(t)
cosψ∫
a(t)
cosψ

sin 2ψ
r

dψdr ≥ C(log b(t)− log a(t)).

Combining these results together, we obtain

d
dt

(
log b(t)− log a(t)

)
≥ −Ω(b(t), b(t), t)− 2C + Ω(a(t), 0, t)− 2C
≥ C(log b(t)− log a(t))− 4C

By Gronwall’s inequality,

log b(t)
a(t) ≥ (log ε−9)eCt − 4CeCt.

If ε is chosen small enough, then log b(t)
a(t) ≥ (log ε−8)eCt. Since b(t) is less than 1, we

get a(t) ≤ ε8eCt . This gives double exponential growth of ‖∇ω‖L∞ .

�

0.5 Towards the 3D Euler

In this section, we come back to Hou-Luo scenario for singularity formation in 3D
Euler equation, and discuss one-dimensional models designed to get insight into it.
We also review some of the earlier one-dimensional models, which have a long history
in mathematical fluid mechanics. Let us begin by writing down the axisymmetric
3D Euler equation in cylindrical coordinates.

Assume u(x) = ur(r, z, t)er + uz(r, z, t)ez + uθ(r, z, t)eθ, ω(x) = ωr(r, z, t)er +
ωz(r, z, t)ez + ωθ(r, z, t)eθ, where r, z, θ are usual cylindrical coordinates. The 3D
axisymmetric Euler equation can be written as follows:

∂t

(ωθ
r

)
+ ur∂r

(ωθ
r

)
+ uz∂z

(ωθ
r

)
= ∂z

(
(ruθ)2

r4

)
∂t(ruθ) + ur∂r(ruθ) + uz∂z(ruθ) = 0

(ur, uz) = (r−1∂zψ
θ,−r−1∂rψ

θ), Lψθ = ωθ.
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Here L = r−1∂r(r−1∂r) + r−2∂2
z .

Away from the axis r = 0, axi-symmetric 3D Euler equation is very similar to the
2D inviscid Boussinesq system, describing motion of incompressible buoyant flow.

∂tω + (u · ∇)ω = ∂x1ρ

∂tρ+ (u · ∇)ρ = 0
u = ∇⊥(−∆)−1ω.

We will think of this equation set either on a rectangle or an infinite (in x1) strip with
u2 = 0 condition on horizontal boundaries and either u1 = 0 or periodic boundary
conditions in the x1 direction.

The singularity formation scenario of Hou and Luo [15] involves, when translated
to the 2D Boussinesq case, an initial vorticity odd in x1 and density even in x1. Due
to symmetry, x1 = 0 serves as a separatrix of the flow for all times, and the flow has
hyperbolic points where x1 = 0 axis and the boundary meet. It is at these points
that very fast and numerically robust growth of vorticity is observed. We see that
this geometry is very similar to the 2D Euler example we discussed in the previous
lecture, but now we have a more complex system. The main issue in trying to apply
the 2D Euler ideas to the Boussinesq scenario is that the vorticity is no longer
expected to stay bounded. This destroys the estimate of the key lemma, and makes
control of the solution harder. Another layer of difficulty arises from the forcing
term in vorticity equation, which can now create vorticity of both signs, potentially
depleting the singularity formation. In this lecture, we will discuss some simplified
one-dimensional models that have been developed in attempt to bridge the gap
with three dimensions in understanding Luo-Hou hyperbolic scenario. Analysis of
1D models in fluid mechanics has a long history, and we start with a review of some
earlier results.

Let us now discuss one-dimensional models of 3D Euler equation, beginning with
the general, rather than axi-symmetric, setting. The general 3D Euler equation in
the vorticity form is given by{

∂tω + (u · ∇)ω = (ω · ∇)u in R3

u = ∇⊥(−∆)−1ω

The most natural 1D model corresponding to the general 3D Euler equation is{
∂tω + u∂xω = ω∂xu

ux = Hω

Here H is the Hilbert transform. This model has been considered by De Gregorio
[5, 6]. De Gregorio model directly parallels the structure of the 3D Euler equation.
It is reasonable to first analyze the effect of the two nonlinear terms separately.
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If we drop the vortex stretching term, we obtain the following active scalar
transport equation.

∂tω + u∂xω = 0, ux = Hω.

As one can expect, in the absence of vortex stretching, the equation becomes glo-
bally regular. Global regularity can be proved in this case similarly to the 2D Euler
argument; it is a good exercise.

On the other hand, let us omit the transport term in De Gregorio model. We
arrive at the equation

∂tω = ω∂xu = ωHω.

This equation has been considered by Constantin, Lax and Majda [4]. Amazingly,
the model turns out to be exactly solvable. Let us recall some properties of the
Hilbert transform:

Hf(x) = 1
π
P.V.

∫
R

f(y)
x− y

dy,

or
F (Hf)(k) = −i s ign(k)Ff(k)

where F stands for Fourier transform.
If f ∈ L2 then f + iHf is a boundary value of an analytic function in C+. Then

(f + iHf)2 = f2 − (Hf)2 + 2ifHf

is also an analytic function in C+. The real part of its boundary values is the Hilbert
transform of the imaginary part of its boundary values. It follows that

fHf = 1
2H(f2 − (Hf)2) =⇒ H(fHf) = 1

2((Hf)2 − f2).

Theorem 0.5.1. The solutions to Constantin-Lax-Majda model can blow up in fi-
nite time.

Proof: Applying the Hilbert transform to the equation, we get

∂tHω = 1
2((Hω)2 − ω2).

Let us define take z(t) = Hω(t)− iω(t). Differentiating in time we obtain

z′(t) = 1
2z

2(t) =⇒ 1
z(t) = 1

z(0) −
1
2 t,

and finally z(t) = 2z(0)
2−tz(0) . Hence

ω(x, t) = 4ω0(x)
(2− tHω0(x))2 + t2ω0(x)2

This implies finite time blow up if for some x0 the initial data satisfies ω0(x0) = 0,
Hω0(x0) > 0. �
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Let us go back to the full De Gregorio model{
∂tω + u∂xω = ω∂xu,

ux = Hω.

Is there a finite time blow-up? This question is currently open. It might be
natural to guess finite time blow up; but surprisingly, the transport and vortex
stretching terms appear to counteract each other.

Let us now discuss one-dimensional models developed recently specifically for
Hou-Luo scenario. We start with the derivation of Hou-Luo model proposed already
in [15]. Consider the 2D Boussinesq equation in the half-plane x2 ≥ 0, and make an
additional assumption that the vorticity is concentrated in a boundary layer where
it does not depend on the vertical direction x2 :

∂tω + (u · ∇)ω = ∂x1ρ in R2
+ × [0,∞)

∂tρ+ (u · ∇)ρ = 0
u = ∇⊥(−∆D)−1ω

ω(x1, x2, t) = ω(x1, 0, t)χ[0,a](x2)

As is well known, the Laplacian Green’s function of the Dirichlet problem in R2
+

is

GD(x, y) = 1
2π (log |x− y| − log |x− ỹ|),

where ỹ = (y1,−y2). From the Biot-Savart law we get:

u1(x, t) =
∫
R

a∫
0

∂GD
∂x2

(x1, 0, y1, y2)ω(y, t) dy2 dy1;

∂GD
∂x2

(x1, 0, y1, y2) = 1
2π

(
−y2

(x1 − y1)2 + y2
2
− y2

(x1 − y1)2 + y2
2

)
;

1
π

a∫
0

y2
(x1 − y1)2 + y2

2
dy2 = 1

2π

a2∫
0

dz

(x1 − y1)2 + z
= 1

2π log
(

(x1 − y1)2

(x1 − y1)2 + a2

)
.

We can simplify our calculations by taking out the denominator, because there
is no singularity in it. So, in the main term, we can take

u1(x, t) = − 1
π

∫
R

log |x1 − y1|ω(y, t) dy1

A short computation shows that this is precisely equivalent to ∂xu1(x, t) = Hω.
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Based on the argument above, the following model of the hyperbolic point blow
up scenario has been proposed by Hou and Luo [15].

∂tω + u∂xω = ∂xρ in R× (0,∞)
∂tρ+ u∂xρ = 0
ux = Hω.

The initial data ω0, ρ0 are assumed periodic.

Theorem 0.5.2. The periodic Hou-Luo model is locally well-posed for (ω0, ρ0) ∈
(Hm, Hm+1) with m > 1/2.

If the solution loses regularity at time T, we must have

t∫
0

‖ux‖L∞ dx
t→T−→ ∞ and

t∫
0

‖ρx‖L∞ dx
t→T−→ ∞ (24)

On the other hand, there exist smooth initial data for which the solution forms
a singularity in finite time. In particular, the expressions in (24) become infinite in
finite time.

The proof of Theorem 0.5.2 has been recently given in [3], and is based on an
appropriate Lyapunov functional-like argument. Like in the proof of Theorem 0.4.1,
where a hidden comparison principle played an essential role, there is a hidden
positivity of certain expression that makes the proof work.

We will not discuss the proof in detail here, but we will take a look at a related,
and simpler, model where the proof of blow up is more direct.

Choi, Kiselev and Yao [2] have proposed to study (24) with a modified Biot-
Savart law

u(x) = −x
1∫
x

ω(y)
y

dy.

This law arises if one drops certain parts of the ux = Hω law. The CKY law is also
motivated by the expression for u in Lemma 0.4.2. The CKY rule is “almost local":
if we divide u(x) by x and differentiate, we get a local relationship. Thus it is easier
to deal with than the truly nonlocal HL rule.

We will consider the CKY model on an interval [0, 1] with smooth compactly
supported initial data (the periodic boundary conditions are not compatible with
the CKY velocity expression).

Theorem 0.5.3. Suppose (ω0, ρ0) ∈ (Hm
0 , Hm+1

0 ) for m ≥ 2.
Then there ∃T < ∞, such that for 0 ≤ t ≤ T a unique solution (ω, ρ) in

(Hm
0 , Hm+1

0 ) exists.
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For the solution of the CKY model to lose regularity at time T, we must have

t∫
0

(||∇ρ||∞ and ||∇u||∞ and ||ω||∞) ds t→T−→ ∞ (25)

There exist initial data (ω0, ρ0) ∈ C∞0 ([0, 1]) such that the corresponding solution
blows up in finite time. In particular, the expressions in (25) become infinite in finite
time.

Let us denote by Ω(x, t) the integral

Ω(x, t) =
1∫
x

w(y, t)
y

dy

Let us define trajectories

dΦt
dt

(x) = u(Φt(x), t), Φ0(x) = x.

Lemma 0.5.4. The following equality holds:

d

dt
Ω(Φt(x), t) =

1∫
Φt(x)

w2(x, t)
y

dy +
1∫

Φt(x)

∂xρ(y, t)
y

dy

Proof:
d

dt
Ω(Φt(x), t) = ∂tΩ(Φt(x), t) + ∂xΩ(Φt(x), t) · u(Φt(x), t). (26)

Now
∂xΩ(Φt(x), t) = −ω(Φt(x), t)

Φt(x) ,

and so the second term in (26) is equal to ω(Φt(x), t) · Ω(Φt(x), t). Next,

∂tΩ(x, t) =
1∫
x

∂tω

y
dy = −

1∫
x

u∂xω − ∂xρ
y

dy

= u(x, t)ω(x, t)
x

+
1∫
x

ω · ∂
∂y

(−Ω(y, t)) dy +
1∫
x

∂xρ

y
dy.

The second integral in the last line equals
1∫
x

ω2(y)
y dy

Adding together ∂tΩ(x, t) + u(x, t)∂xΩ(x(t), t) we get the result. �
Proof: Let ρ0 be smooth, nonnegative, supported in [1/4, 3/4], with maxρ0 =

ρ0(1/2) = 2, and ρ0(1/3) = 1. Moreover, assume ρ0 is increasing in [1/4, 1/2], and
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decreasing in [1/2, 3/4]. Let ω0 be smooth, nonnegative, supported in [1/4, 1/2], with
ω0 ≡M in [0.3, 0.45].
Let us take xn defined by ρ0(xn) = 1

2 +2−n, and set x∞ = limn→∞ xn. Furthermore,
set Φn(t) := Φt(xn), and notice that

d

dt
Φn(t) = u(Φn(t), t) = −Φn(t)Ω(Φn(t), t).

We denote
Ψn(t) = −ln Φn(t)

Then Ψ′n(t) = Ωn(t), and by Lemma 0.5.4 we have

Ω′n(t) ≥
1∫

Φn(t)

∂xρ(y, t)
y

dy ≥

Φn−1(t)∫
Φn(t)

∂xρ

y
dy − 4 ≥ 1

Φn−1(t)2−n.

Here in the second step we had to estimate the contribution from the region where
the derivative of ρ is negative. This can be done without difficulty as this region lies
away from the kernel singularity. We leave details to interested reader.

Therefore,
d2

dt2
Ψn(t) ≥ 2−neΨn−1(t).

Then by taking tn = 2− 2−n and running an inductive argument we can get a
recursive estimate Ψn(tn) := an ≥ exp(an−1 − 3n).

Inductively we can show that an → ∞. For example, if a1 > 20 then one can
verify that an ≥ exp exp exp(n− 1). �
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