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Abstract. In this paper, we present a dispersive regularization approach to construct a global4
N -peakon weak solution to the modified Camassa-Holm equation (mCH) in one dimension. In5
particular, we perform a double mollification for the system of ODEs describing trajectories of N -6
peakon solutions and obtain N smoothed peakons without collisions. Though the smoothed peakons7
do not give a solution to the mCH equation, the weak consistency allows us to take the smoothing8
parameter to zero and the limiting function is a global N -peakon weak solution. The trajectories9
of the peakons in the constructed solution are globally Lipschitz continuous and do not cross each10
other. When N = 2, the solution is a sticky peakon weak solution. At last, using the N -peakon11
solutions and through a mean field limit process, we obtain global weak solutions for general initial12
data m0 in Radon measure space.13
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1. Introduction. This work is devoted to investigate the N -peakon solutions17

to the following modified Camassa-Holm (mCH) equation with cubic nonlinearity:18

mt + [(u2 − u2
x)m]x = 0, m = u− uxx, x ∈ R, t > 0,(1)1920

subject to the initial condition21

m(x, 0) = m0(x), x ∈ R.(2)2223

From the fundamental solution G(x) = 1
2e
−|x| to the Helmholtz operator 1 − ∂xx,

function u can be written as a convolution of m with the kernel G:

u(x, t) =

∫
R
G(x− y)m(y, t)dy.

In the mCH equation, the shape of function G is referred to as a peakon at x = 0 and24

the mCH equation has weak solutions (see Definition 2.2) with N peakons, which are25

of the form [12, 14]:26

uN (x, t) =
N∑
i=1

piG(x− xi(t)), mN (x, t) =

N∑
i=1

piδ(x− xi(t)),(3)27

28

where pi (1 ≤ i ≤ N) are constant amplitudes of peakons. We call this kind of weak29

solutions as N -peakon solutions. When x1(t) < x2(t) < · · · < xN (t), trajectories xi(t)30
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2 YU GAO, LEI LI AND JIAN-GUO LIU

of N -peakon solutions in (3) satisfies [12, 14]:31

(4)
d

dt
xi =

1

6
p2
i +

1

2

∑
j<i

pipje
xj−xi +

1

2

∑
j>i

pipje
xi−xj +

∑
1≤m<i<n≤N

pmpne
xm−xn .32

In general, solutions {xi(t)}Ni=1 to (4) will collide with each other in finite time (see33

Remark 2.9). By the standard ODE theories, we know that (4) has global solutions34

{xi(t)}Ni=1 subject to any initial data {xi(0)}Ni=1. However, uN (x, t) constructed by35

(3) with global solutions {xi(t)}Ni=1 to (4) is not a weak solution to the mCH equation36

after the first collision time (see Remark 2.11). There are some nature questions:37

(i) What will be a weak solution to the mCH equation after collisions? Is it unique?38

If not unique, what is the selection principle?39

(ii) If there is a weak solution to the mCH equation after collisions, is it still in the40

form of N -peakon solutions?41

(iii) If the weak solution is still an N -peakon solution after collision, how do peakons42

evolve? In other words, do they stick together, cross each other, or scatter?43

Paper [12] showed global existence and nonuniqueness of weak solutions when initial44

data m0 ∈ M(R) (Radon measure space), which partially answered question (i). In45

Subsection 2.2, we prove global existence of N -peakon solutions, which gives an answer46

to question (ii). After collision, all the situations mentioned in the above question47

(iii) can happen (see Remark 2.9).48

In this paper, we will study these questions through a dispersive regularization for49

the following reasons (see (97) for the dispersive effects of our mollification method):50

(i) This dispersive regularization could be a candidate for the selection principle.51

(ii) As described below, if initial datum is of N -peakon form, then the regularized52

solution uN,ε is also of N -peakon form, and so is the limiting N -peakon53

solution.54

The main purpose of this paper is to study the behavior of ε → 0 limit for the55

dispersive regularization. First, we introduce the dispersive regularization for the56

mCH equation.57

To illustrate the dispersive regularization method clearly, we start with one peakon58

solution pG(x−x(t)) (solitary wave solution). We know that pG(x−x(t)) is a weak so-59

lution if and only if the traveling speed is d
dtx(t) = 1

6p
2 [12, Proposition 4.3]. Because60

characteristics equation for (1) is given by61

d

dt
x(t) = u2(x(t), t)− u2

x(x(t), t),(5)62
63

for solution pG(x− x(t)) we obtain64

d

dt
x(t) = p2G2(0)− p2(G2

x)(0) =
1

6
p2.(6)65

66

Equation (6) implies that to obtain solitary wave solutions, the correct definition of67

G2
x at 0 is given by68

(G2
x)(0) = G2(0)− 1

6
=

1

12
.(7)69

70

However, G2
x is a BV function which has a removable discontinuity at 0 and71

(G2
x)(0−) = (G2

x)(0+) =
1

4
,(8)72

73
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A DISPERSIVE REGULARIZATION FOR THE MCH EQUATION 3

which is different with (7). To understand the discrepancy between (7) and (8), our
strategy is to use the dispersive regularization and the limit of the regularization.
Mollify G(x) as

Gε(x) := (ρε ∗G)(x),

where ρε is a mollifier that is even (see Definition 2.1). Then, we can obtain (7) in74

the limiting process (Lemma 2.5):75

lim
ε→0

(ρε ∗ (Gεx)2)(0) =
1

12
.(9)76

77

The above limiting process is independent of the mollifier ρε.78

Naturally, we generalize this dispersive regularization method to N -peakon so-79

lutions uN (x, t) =
∑N
i=1 piG(x − xi(t)). From the characteristic equation (5), we80

formally obtain the system of ODEs for xi(t)81

d

dt
xi(t) =

[
uN (xi(t), t)

]2 − [uNx (xi(t), t)
]2
, i = 1, . . . , N.(10)82

83 [
uNx (x, t)

]2
=
(∑N

j=1 pjGx(x−xj(t))
)2

is a BV function and it has a discontinuity at84

xi(t). By using similar regularization method in (9), we regularize the vector field in85

(10). For {xk}Nk=1, denote86

uN,ε(x; {xk}) :=

N∑
i=1

piG
ε(x− xi) and UNε (x; {xk}) :=

[
uN,ε

]2 − [uN,εx

]2
.(11)87

88

The dispersive regularization for N peakons is given by89

d

dt
xεi(t) = UN,ε(xεi(t); {xεk(t)}) := (ρε ∗ UNε )(xεi(t); {xεk(t)}), i = 1, . . . , N.(12)90

91

The above regularization method is subtle. We emphasize that if we use UNε given by
(11) as a vector field (which is already globally Lipschitz continuous) instead of UN,ε,
then comparing with (9) we have

lim
ε→0

(Gεx)2(0) = 0.

In this case, the traveling speed of the soliton (one peakon) is given by

d

dt
x(t) = p2G2(0)− p2(G2

x)(0) =
1

4
p2,

which is different with the correct speed 1
6p

2 for one peakon solution.92

By solutions to (12), we construct approximate N -peakon solutions to (1) as:

uN,ε(x, t) :=

N∑
i=1

piG
ε(x− xεi(t)).

Let ε→ 0 in uN,ε(x, t) and we can obtain an N -peakon solution93

uN (x, t) =

N∑
i=1

piG(x− xi(t)),(13)94

95
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to the mCH equation, where xi(t) are Lipschitz functions (see Theorem 2.4).96

If we fix N and let ε go to 0 in the regularized system of ODEs (12), we can97

obtain a limiting (ε → 0 in the sense described in Proposition 2.7) system of ODEs98
to describe N -peakon solutions, i = 1, 2, · · · , N ,99

d

dt
xi(t) =

 N∑
j=1

pjG(xi(t)− xj(t))

2

−

 ∑
j∈Ni1(t)

pjGx(xi(t)− xj(t))

2

−
1

12

 ∑
k∈Ni2(t)

pk

2

.

(14)

100

101

Here Ni1(t) and Ni2(t), i = 1, 2, · · · , N, are defined by (42). The vector field of the102

above system is not Lipschitz continuous. Solutions for this equation are not unique,103

which implies peakon solutions to (1) are not unique (see Remark 2.9). Indeed, the104

nonuniqueness of peakon solutions was also obtained in [12]. When x1(t) < x2(t) <105

· · · < xN (t), the system of ODEs (14) is equivalent to (4).106

We also prove that trajectories xεi(t) given by (12) never collide with each other107

(see Theorem 3.2), which means if xε1(0) < xε2(0) < · · · < xεN (0), then xε1(t) <108

xε2(t) < · · · < xεN (t) for any t > 0. For the limiting N -peakon solutions (13), we have109

x1(t) ≤ x2(t) ≤ · · · ≤ xN (t). Notice that the sticky N -peakon solutions obtained110

in [12] also have this property and in the sticky N -peakon solutions, {xi(t)}Ni=1 stick111

together whenever they collide. When N = 2, we prove that peakon solutions given112

by the dispersive regularization are exactly the sticky peakon solutions (see Theorem113

3.4). However, the situation when N ≥ 3 can be more complicated. Some of the114

peakon solutions given by the dispersive regularization are sticky peakon solutions115

(see Figure 1) and some are not (see Figure 2).116

For general initial data m0 ∈ M(R), we use a mean field limit method to prove117

global existence of weak solutions to (1) (see Section 4).118

There are also some other interesting properties about the mCH equation, which119

we list below.120

The mCH equation was introduced as a new integrable system by several different121

researchers [8, 10, 22, 23]. The mCH equation has a bi-Hamiltonian structure [14, 22]122

with Hamiltonian functionals123

H0(m) =

∫
R
mudx, H1(m) =

1

4

∫
R

(
u4 + 2u2u2

x −
1

3
u4
x

)
dx.(15)124

125

Equation (1) can be written in the bi-Hamiltonian form [14, 22],

mt = −((u2 − u2
x)m)x = J

δH0

δm
= K

δH1

δm
,

where
J = −∂x

(
m∂−1

x (m∂x)
)
, K = ∂3

x − ∂x
are compatible Hamiltonian operators. Here H0 and H1 are conserved quantities for
smooth solutions. H0 is also a conserved quantity for W 2,1(R) weak solutions [12]. N -
peakon solutions are not in the solution class W 2,1(R) and H0, H1 are not conserved
for N -peakon solutions in the case N ≥ 2; see Remark 2.9 for the case N = 2. This
is different with the Camassa-Holm equation [3]:

mt + (um)x +mux = 0, m = u− uxx, x ∈ R, t > 0,

which also has N -peakon solutions of the form

uN (x, t) =

N∑
i=1

pi(t)e
−|x−xi(t)|.

This manuscript is for review purposes only.



A DISPERSIVE REGULARIZATION FOR THE MCH EQUATION 5

The amplitude pi(t) evolves with time which is different with the N -peakon solutions126

to mCH equation (1) where pi are constants. pi(t) and xi(t) satisfy the following127

Hamiltonian system of ODEs:128 

d

dt
xi(t) =

N∑
j=1

pj(t)e
−|xi(t)−xj(t)|, i = 1, . . . , N,

d

dt
pi(t) =

N∑
j=1

pi(t)pj(t)sgn
(
xi(t)− xj(t)

)
e−|xi(t)−xj(t)|, i = 1, . . . , N,

(16)129

130

and the Hamiltonian function is given by

H0(t) =
1

2

N∑
i,j=1

pi(t)pj(t)e
−|xi(t)−xj(t)|,

which is a conserved quantity for N -peakon solutions and the corresponding functional131

H0 given by (15) is conserved for smooth solutions for the Camassa-Holm equation.132

When pi(0) > 0, there is no collision between xi(t) [4, 6, 18]. Hence, solutions to133

system (16) exist globally. However, collisions may occur if pi(0)’s have opposite134

signs. In [16], Holden and Raynaud studied this case and they constructed a new135

set of ordinary differential equations which is well-posedness even when collisions136

occur. They obtained global N -peakon solutions to the Camassa-Holm equation,137

which conserve the Hamiltonian H0. For more details about peakon solutions to the138

Camassa-Holm equation, one can also refer to[1, 2, 7, 13, 17].139

In comparison, system (4) is a nonautonomous Hamiltonian system as described
below. Let x̃i(t) := xi(t)− 1

6p
2
i t. Denote

X(t) := (x̃1(t), x̃2(t), · · · , x̃N (t))T ,

and

H(X, t) :=
∑

1≤i<j≤N
pipje

xi(t)−xj(t) =
∑

1≤i<j≤N
pipje

1
6 (p2j−p2i )t+x̃i(t)−x̃j(t).

Then, (4) can be rewritten as a Hamiltonian system:140

dX

dt
= A

δH
δX

,(17)141
142

where143

A = (aij)N×N , aij =


− 1

2 , i < j;

0, i = j;
1
2 , i > j.

, and
δH
δX

:=
( ∂H
∂x̃1

, . . . ,
∂H
∂x̃N

)
.(18)144

145

Notice that H depends on t and it is not a conservative quantity.146

For more results about local well-posedness and blow up behavior of the strong147

solutions to (1) one can refer to [5, 9, 14, 15, 21]. In [24], Zhang used the method148

of dissipative approximation to prove the existence and uniqueness of global entropy149

weak solutions u in W 2,1(R) for the mCH equation (1).150

The rest of this article is organized as follows. In Section 2, we introduce the151

dispersive regularization in detail and prove global existence of N -peakon solutions.152
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By a limiting process, we obtain a system of ODEs to describe N -peakon solutions.153

In Section 3, we prove that trajectories of N -peakon solutions given by dispersive154

regularization will never cross each other. When N = 2, the limiting peakon solutions155

are exactly the sticky peakon solutions. When N = 3, we present two figures to show156

two different situations. In Section 4, we use a mean field limit method to prove global157

existence of weak solutions to (1) for general initial data m0 ∈ M(R). At last, we158

use the same double mollification method to mollify the mCH equation directly. By159

linearizing the modified equation, we show that this regularization has the dispersive160

effects.161

2. Dispersive regularization and N-peakon solutions. In this section, we162

introduce the dispersive regularization in details and use the regularized ODE system163

to give approximate solutions. Then, by some compactness arguments we prove global164

existence of N -peakon solutions.165

2.1. Dispersive regularization and weak consistency. First, we use smooth
functions in the Schwartz class S(R) to define mollifiers. f ∈ S(R) if and only if
f ∈ C∞(R) and for all positive integers m and n

sup
x∈R
|xmf (n)(x)| <∞.

166

Definition 2.1. (i). Define the mollifier 0 ≤ ρ ∈ S(R) satisfying167 ∫
R
ρ(x)dx = 1, ρ(x) = ρ(|x|) for x ∈ R.168

169

(ii). For each ε > 0, set

ρε(x) :=
1

ε
ρ(
x

ε
).

Fix an integer N > 0. Give an initial data170

mN
0 (x) =

N∑
i=1

piδ(x− ci), c1 < c2 < · · · < cN and

N∑
i=1

|pi| ≤M0,(19)171

172

for some constants pi, ci (1 ≤ i ≤ N) and M0.173

As stated in Introduction, we set Gε(x) = (G ∗ ρε)(x). For any N particles
{xk}Nk=1 ⊂ R, define (pk is the same as in (19))

uN,ε(x; {xk}Nk=1) :=

N∑
k=1

pkG
ε(x− xk),

UNε (x; {xk}Nk=1) :=
[
(uN,ε)2 − (∂xu

N,ε)2
]

(x; {xk}Nk=1),

and

UN,ε(x; {xk}Nk=1) := (ρε ∗ UNε )(x; {xk}Nk=1).

The system of ODEs for dispersive regularization is given by174

d

dt
xεi(t) = UN,ε(xεi(t); {xεk(t)}Nk=1), i = 1, · · · , N,(20)175

176

This manuscript is for review purposes only.



A DISPERSIVE REGULARIZATION FOR THE MCH EQUATION 7

with initial data xεi(0) = ci given in (19). This system is equivalent to (12) mentioned177

in Introduction. Because UN,ε is Lipschitz continuous and bounded, existence and178

uniqueness of a global solution {xεi(t)}Ni=1 to this system of ODEs follow from standard179

ODE theories. By using the solution {xεi(t)}Ni=1, we set180

uN,ε(x, t) := uN,ε(x; {xεk(t)}Nk=1),(21)181182

and183

mN,ε(x, t) :=

N∑
i=1

piρε(x− xεi(t)), mN
ε (x, t) :=

N∑
i=1

piδ(x− xεi(t)).(22)184

185

Due to (1− ∂xx)Gε = ρε, we have186

mN,ε(x, t) = (ρε ∗mN
ε )(x, t) and (1− ∂xx)uN,ε(x, t) = mN,ε(x, t).(23)187188

Set189

UNε (x, t) := UNε (x; {xεk(t)}Nk=1), UN,ε(x, t) := UN,ε(x; {xεk(t)}Nk=1).(24)190191

Therefore, UN,ε(x, t) = (ρε ∗ UNε )(x, t) and (20) (or (12)) can be rewritten as192

d

dt
xεi(t) = UN,ε(xεi(t), t), i = 1, · · · , N.(25)193

194

Next, we show that uN,ε defined by (21) is weak consistent with the mCH equation195

(1). Let us give the definition of weak solutions first. Rewrite (1) as an equation of u,196

(1− ∂xx)ut + [(u2 − u2
x)(u− uxx)]x197

= (1− ∂xx)ut + (u3 + uu2
x)x −

1

3
(u3)xxx +

1

3
(u3
x)xx = 0.198

199

For a test function φ ∈ C∞c (R× [0, T )) (T > 0), we denote the functional200

L(u, φ) : =

∫ T

0

∫
R
u(x, t)[φt(x, t)− φtxx(x, t)]dxdt201

− 1

3

∫ T

0

∫
R
u3
x(x, t)φxx(x, t)dxdt− 1

3

∫ T

0

∫
R
u3(x, t)φxxx(x, t)dxdt202

+

∫ T

0

∫
R

(u3 + uu2
x)φx(x, t)dxdt.(26)203

204

Then, the definition of weak solutions in terms of u is given as follows.205

Definition 2.2. For m0 ∈M(R), a function206

u ∈ C([0, T );H1(R)) ∩ L∞(0, T ;W 1,∞(R))207

is said to be a weak solution of the mCH equation if

L(u, φ) = −
∫
R
φ(x, 0)dm0

holds for all φ ∈ C∞c (R × [0, T )). If T = +∞, we call u as a global weak solution of208

the mCH equation.209
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8 YU GAO, LEI LI AND JIAN-GUO LIU

For simplicity, we denote

〈f(x, t), g(x, t)〉 :=

∫ ∞
0

∫
R
f(x, t)g(x, t)dxdt.

With the definitions (22)-(25), for any φ ∈ C∞c (R× [0, T )), we have210

〈
mN
ε , φt

〉
+
〈
UN,εmN

ε , φx
〉

=

∫ T

0

∫
R

N∑
i=1

piδ(x− xεi(t))φt(x, t)dxdt211

+

∫ T

0

∫
R

N∑
i=1

piδ(x− xεi(t))UN,ε(x, t)φx(x, t)dxdt212

=

∫ T

0

N∑
i=1

pi[φt(x
ε
i(t), t) + UN,ε(xεi(t), t)φx(xεj(t), t)]dt213

=

∫ T

0

N∑
i=1

pi
d

dt
φ(xεi(t), t)dt = −

N∑
i=1

φ(xi(0), 0)pi = −
∫
R
φ(x, 0)dmN

0 .(27)214

215

On the other hand, combining the definition (23) and (26) gives216

L(uN,ε, φ) =

∫ T

0

∫
R
uN,ε[φt − φtxx]dxdt− 1

3

∫ T

0

∫
R

(∂xu
N,ε)3φxxdxdt217

− 1

3

∫ T

0

∫
R

(uN,ε)3φxxxdxdt+

∫ T

0

∫
R
((uN,ε)3 + uε(uN,εx )2)φxdxdt218

= 〈φt, (1− ∂xx)uN,ε〉+ 〈[(uN,ε)2 − (∂xu
N,ε)2](1− ∂xx)uN,ε, φx〉219

= 〈mN,ε, φt〉+ 〈UNε mN,ε, φx〉.220221

Set222

EN,ε : = L(uN,ε, φ) +

∫
R
φ(x, 0)dmN

0223

= 〈mN,ε −mN
ε , φt〉+ 〈UNε mN,ε − UN,εmN

ε , φx〉.(28)224225

We have the following consistency result.226

Proposition 2.3. We have the following estimate for EN,ε defined by (28):227

|EN,ε| ≤ Cε,(29)228229

where the constant C is independent of N, ε.230

Proof. By changing of variable and the definition of Schwartz function, we can231

obtain232 ∫
R
|x|ρε(x)dx =

∫
R
|x|1
ε
ρ(
x

ε
)dx = ε

∫
R
|x|ρ(x)dx ≤ Cρ · ε,(30)233

234

for some constant Cρ.235

Due to
∑N
i=1 |pi| ≤M0 and (30), the first term on the right hand side of (28) can236

This manuscript is for review purposes only.



A DISPERSIVE REGULARIZATION FOR THE MCH EQUATION 9

be estimated as237

∣∣〈mN,ε −mN
ε , φt〉

∣∣ =

∣∣∣∣∣
∫ T

0

∫
R

N∑
i=1

piρε(x− xεi(t))[φt(x, t)− φt(xεi(t), t)]dxdt
∣∣∣∣∣238

≤
N∑
i=1

|pi|
∫ T

0

∫
R
ρε(x− xεi(t))||φtx||L∞ |x− xεi(t)|dxdt239

≤ CρM0||φtx||L∞Tε.240241

For the second term, by definitions (22) and (24) we can obtain242

〈UNε mN,ε − UN,εmN
ε , φx〉243

=

N∑
i=1

pi

∫ T

0

∫
R
UNε (x)ρε(x− xεi(t))φx(x, t)dxdt−

N∑
i=1

pi

∫ T

0

UN,ε(xεi(t))φx(xεi(t), t)dt244

=

N∑
i=1

pi

∫ T

0

∫
R
UNε (x)ρε(x− xεi(t))φx(x, t)dxdt245

−
N∑
i=1

pi

∫ T

0

∫
R
UNε (x)ρε(x

ε
i(t)− x)φx(xεi(t), t)dxdt246

=

N∑
i=1

pi

∫ T

0

∫
R
UNε (x)ρε(x− xεi(t))[φx(x, t)− φx(xεi(t), t)]dxdt.247

248

Due to ||UNε ||L∞ ≤ 1
2M

2
0 , we have∣∣〈UNε mN,ε − UN,εmN

ε , φx〉
∣∣ ≤ 1

2
CρM

3
0 ||φxx||L∞Tε.

This ends the proof.249

Notice that250

(1− ∂xx)Gε = ρε.251

The mollification approximates the Dirac delta function with a ‘blob function’ ρε,252

which shares some ideas with the traditional blob regularization for vortex sheet [19].253

However, our regularization is more than ‘blob regularization’ and the key feature is254

the double mollification that guarantees the weak consistency. If we use255

d

dt
xεi(t) = UNε (xεi(t); {xk}Nk=1)256

to define approximate trajectories instead of (20), we will not get the weak consistency257

result. Regarding this issue, one can refer to the discussion in Introduction or Lemma258

2.5. In Section 5, we find that this regularization has the dispersive effects by studying259

the modified equation, which justifies ‘dispersive regularization’ in the title.260

2.2. Convergence theorem. In this subsection, we prove global existence of261

N -peakon solutions for the mCH equation and this answers the second question (ii)262

in Introduction.263

Theorem 2.4. Let mN
0 (x) be given by (19) and {xεi(t)}Ni=1 is defined by (25)264

subject to initial data xεi(0) = ci. uN,ε(x, t) is defined by (21). Then, the following265

holds.266
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(i). There exist {xi(t)}Ni=1 ⊂ C([0,+∞)), such that xεi → xi in C([0, T ]) as ε→ 0267

(in subsequence sense) for any T > 0. Moreover, xi(t) is globally Lipschitz continuous268

and for a.e. t > 0, we have269 ∣∣∣∣ ddtxi(t)
∣∣∣∣ ≤ 1

2
M2

0 for i = 1, . . . , N.(31)270
271

(ii). Set272

uN (x, t) :=

N∑
i=1

piG(x− xi(t)),(32)273

274

and we have (in subsequence sense)275

uN,ε → uN , ∂xu
N,ε → uNx in L1

loc(R× [0,+∞)) as ε→ 0.(33)276277

(iii). uN (x, t) is an N -peakon solution to (1).278

Proof. (i). Due to Gε = G ∗ ρε, we have

||Gε||L∞ ≤
1

2
and ||Gεx||L∞ ≤

1

2
.

Hence,279

||uN,ε||L∞ ≤
1

2
M0 and ||uN,εx ||L∞ ≤

1

2
M0,(34)280

281

where M0 is given in (19). By Definition (24) and (34), we have282

|UN,ε(x, t)| ≤ ||UNε ||L∞
∫
R
ρε(x)dx ≤ ||uN,ε||2L∞ + ||∂xuN,ε||2L∞283

≤ 1

4
M2

0 +
1

4
M2

0 =
1

2
M2

0 .(35)284
285

Combining (25) and (35), we have286

|xεi(t)− xεi(s)| =
∣∣∣∣∫ t

s

d

dτ
xεi(τ)dτ

∣∣∣∣ =

∣∣∣∣∫ t

s

UN,ε(xεi(τ), τ)dτ

∣∣∣∣287

≤
∫ t

s

|UN,ε(xεi(τ), τ)|dτ ≤ 1

2
M2

0 |t− s|.(36)288
289

For each 1 ≤ i ≤ N , by (35) and (36), we know {xεi(t)}ε>0 is uniformly (in ε) bounded290

and equi-continuous in [0, T ]. For any fixed time T > 0, Arzelà-Ascoli theorem implies291

that there exists a function xi ∈ C([0, T ]) and a subsequence {xεki }∞k=1 ⊂ {xεi}ε>0,292

such that xεki → xi in C([0, T ]) as k → ∞. Then, use a diagonalization argument293

with respect to T = 1, 2, . . . and we obtain a subsequence (still denoted as xεi) of xεi294

such that xεi → xi in C([0, T ]) as ε→ 0 for any T > 0. Moreover, by (36), we have295

|xi(t)− xi(s)| ≤
1

2
M2

0 |t− s|.296
297

Hence, xi(t) is a globally Lipschitz function and (31) holds.298
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(ii). Because uN,ε(x, t) → uN (x, t) and ∂xu
N,ε(x, t) → uNx (x, t) as ε → 0 for a.e.299

(x, t) ∈ R× [0,+∞) (for (x, t) 6= (xi(t), t)), then (33) follows by Lebesgue dominated300

convergence theorem.301

(iii). Next, we prove that uN given by (32) is a weak solution to the mCH302

equation.303

Obviously, we have

uN ∈ C([0,+∞);H1(R)) ∩ L∞(0,+∞;W 1,∞(R)).

Similarly as (27), for any test function φ ∈ C∞c (R× [0,∞)) we have

〈mN
ε , φt〉+ 〈UN,εmN

ε , φx〉 = −
∫
R
φ(x, 0)dmN

0 ,

where (mN
ε , mN,ε) is defined by (22) and (UNε , UN,ε) is defined by (24). By the304

consistency result (29), we have305

L(uN,ε, φ) +

∫
R
φ(x, 0)dmN

0 → 0 as ε→ 0,(37)306
307

where308

L(uN,ε, φ) =

∫ T

0

∫
R
uN,ε(φt − φtxx)dxdt− 1

3

∫ T

0

∫
R
(∂xu

N,ε)3φxxdxdt309

− 1

3

∫ T

0

∫
R

(uN,ε)3φxxxdxdt+

∫ T

0

∫
R

[(uN,ε)3 + uN,ε(∂xu
N,ε)2]φxdxdt.(38)310

311

(Here, T satisfies supp{φ} ⊂ R× [0, T ).) We now consider convergence for each term312

of L(uN,ε, φ).313

For the first term on the right hand side of (38), using (33) and the fact that314

supp{φ} is compact we can see315 ∫ T

0

∫
R
uN,ε(φt − φtxx)dxdt→

∫ T

0

∫
R
uN (φt − φtxx)dxdt as ε→ 0.316

317

The second term can be estimated as follows318 ∣∣∣∣∣
∫ T

0

∫
R

[(∂xu
N,ε)3 − (uNx )3]φxxdxdt

∣∣∣∣∣319

=

∣∣∣∣∣
∫ T

0

∫
R
(∂xu

N,ε − uNx )[(∂xu
N,ε)2 + (uNx )2 + ∂xu

N,εuNx ]φxxdxdt

∣∣∣∣∣320

≤ 3

4
M2

0 ||φxx||L∞
∫ ∫

supp{φ}
|∂xuN,ε − uNx |dxdt→ 0 as ε→ 0.321

322

Similarly, we have the following estimates for the rest terms on the right hand side of323

(38):324 ∫ T

0

∫
R

[(uN,ε)3 − (uN )3]φxxxdxdt→ 0 as ε→ 0,325 ∫ T

0

∫
R

[(uN,ε)3 − (uN )3]φxdxdt→ 0 as ε→ 0,326
327
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and328 ∫ T

0

∫
R

[uN,ε(∂xu
N,ε)2 − uN (uNx )2]φxdxdt329

=

∫ T

0

∫
R

[(uN,ε − uN )(∂xu
N,ε)2 + uN (∂xu

N,ε + uNx )(∂xu
N,ε − uNx )]φxdxdt330

→ 0 as ε→ 0.331332

Hence, the above estimates shows that for any test function φ ∈ C∞c (R× [0,∞))333

L(uN,ε, φ)→ L(uN , φ) as ε→ 0.(39)334335

Therefore, combining (37) and (39) gives

L(uN , φ) +

∫
R
φ(x, 0)dmN

0 = 0,

which implies that uN (x, t) is an N -peakon solution to the mCH equation with initial336

date mN
0 (x).337

2.3. A limiting system of ODEs as ε→ 0. In this section, we derive a system338

of ODEs to describe N -peakon solutions by letting ε → 0 in (25). First, we give an339

important lemma.340

Lemma 2.5. The following equality holds

lim
ε→0

(ρε ∗ (Gεx)2)(0) =
1

12
.

Proof. Set F (y) =
∫ y
−∞ ρ(x)dx. Because ρ is an even function, we have

F (−y) =

∫ −y
−∞

ρ(x)dx =

∫ ∞
y

ρ(x)dx.

Therefore,341

F (y) + F (−y) =

∫ y

−∞
ρ(x)dx+

∫ ∞
y

ρ(x)dx = 1.(40)342

343

Furthermore, we have

F (+∞) = 1, F (−∞) = 0.

Due to ρε(x) = ρε(−x), we can obtain344

Iε := (ρε ∗ (Gεx)2)(0) =

∫
R
ρε(y)

(∫
R

1

2
e−|x−y|ρ′ε(x)dx

)2

dy345

=
1

4

∫
R
ρ(y)

(
1

ε

∫ y

−∞
eε(x−y)ρ′(x)dx+

1

ε

∫ ∞
y

eε(y−x)ρ′(x)dx

)2

dy346

=
1

4

∫
R
ρ(y)

(∫ y

−∞
e−ε|x−y|ρ(x)dx−

∫ ∞
y

e−ε|x−y|ρ(x)dx

)2

dy.347
348
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Then, by using Lebesgue dominated convergence theorem and (40) we have349

lim
ε→0

Iε =
1

4

∫
R
ρ(y)

(∫ y

−∞
ρ(x)dx−

∫ ∞
y

ρ(x)dx

)2

dy350

=
1

4

∫
R
ρ(y)(F (y)− F (−y))2dy =

1

4

∫ ∞
−∞

F ′(y)(1− 2F (y))2dy351

=
1

4

∫ ∞
−∞

F ′(y)− 2(F 2(y))′ +
4

3
(F 3(y))′dy352

=
1

4

(
F (+∞)− 2F 2(+∞) +

4

3
F 3(+∞)

)
=

1

12
.353

354

Remark 2.6. The above limit is independent of the mollifier ρ and intrinsic to the
mCH equation (1). Consider one peakon solution pG(x−x(t)). To obtain the correct
speed for x(t), the right value for G2

x at 0 is the limit obtained by Lemma 2.5:

(G2
x)(0) =

1

12
.

By the jump condition for piecewise smooth weak solutions to (1) in [11, Equation355

(2.2)], the speed for x(t) should be356

dx(t)

dt
= G2(0)− 1

3
[G2

x(0+) +Gx(0+)Gx(0−) +G2
x(0−)],357

implying that the correct value of G2
x at 0 is358

1

3
[G2

x(0+) +Gx(0+)Gx(0−) +G2
x(0−)] =

1

12
,359

which agrees with the limit obtained by Lemma 2.5. This is different from the precise360

representative of the BV function G2
x at the discontinuous point 0361

1

2
[G2

x(0−) +G2
x(0+)] =

1

4
.362

Next, we use Lemma 2.5 to obtain the system of ODEs to describe N -peakon solutions363

by letting ε→ 0 in (25).364

Proposition 2.7. For any constants {pi}Ni=1, {xi}Ni=1 ⊂ R (note that xi are
fixed compared with xεi(t) in (21)), denote Ni1 := {1 ≤ j ≤ N : xj 6= xi} and
Ni2 := {1 ≤ j ≤ N : xj = xi} for 1 ≤ i ≤ N . Set

uN,ε(x) :=

N∑
j=1

pjG
ε(x− xj),

and
U ε(x) := [ρε ∗ (uN,ε)2](x)− [ρε ∗ (uN,εx )2](x).

(Note that xi are constants in U ε(x) comparing with UN,ε(x, t) defined by (24).) Then365

we have366

lim
ε→0

U ε(xi) =

 N∑
j=1

pjG(xi − xj)

2

−

 ∑
j∈Ni1

pjGx(xi − xj)

2

− 1

12

( ∑
k∈Ni2

pk

)2

.

(41)

367

368
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Proof. See appendix.369

Remark 2.8 (System of ODEs). From Proposition 2.7, we give a system of ODEs370

to describe N -peakon solution uN (x, t) =
∑N
i=1 piG(x− xi(t)). For 1 ≤ i ≤ N , set371

Ni1(t) := {1 ≤ j ≤ N : xj(t) 6= xi(t)} and Ni2(t) := {1 ≤ j ≤ N : xj(t) = xi(t)}.
(42)

372373

The system of ODEs is given by, 1 ≤ i ≤ N,374

d

dt
xi(t) =

 N∑
j=1

pjG(xi(t)− xj(t))

2

−

 ∑
j∈Ni1(t)

pjGx(xi(t)− xj(t))

2

−
1

12

 ∑
k∈Ni2(t)

pk

2

.

(43)

375

376

Before the collisions of peakons, we can deduce (4) from (43).377

Remark 2.9 (nonuniqueness and the change of energy H0). Consider the initial378

two peakons p1δ(x − x1(0)) + p2δ(x − x2(0)) with x1(0) < x2(0) and 0 < p2 < p1.379

Due to (4), the evolution system before collision for x1(t) and x2(t) is given by380 
d

dt
x1(t) =

1

6
p2

1 +
1

2
p1p2e

x1(t)−x2(t),

d

dt
x2(t) =

1

6
p2

2 +
1

2
p1p2e

x1(t)−x2(t).

(44)381

382

Hence, they will collide at finite time T∗ = 6(x2(0)−x1(0))
p21−p22

. When t > T∗, if we assume383

the two peakons stick together, according to (43) the evolution equation is given by384

d

dt
xi(t) =

1

6
(p1 + p2)2, t > T∗, i = 1, 2.(45)385

386

For i = 1, 2, we define387

x̂i(t) =

{
xi(t) given by (44) for t < T∗,

xi(t) given by (45) for t > T∗,
(46)388

389

and the sticky peakon weak solution390

û(x, t) = p1G(x− x̂1(t)) + p2G(x− x̂2(t)), m̂ = û− ûxx.(47)391392

In this case, the energy H0 (defined by (15)) of this sticky solution m̂ is given by393

H0(m̂(t)) =


1

2
(p2

1 + p2
2) + p1p2e

x̂1(t)−x̂2(t), t < T∗,

1

2
(p1 + p2)2, t > T∗.

(48)394

395

The energy H0 is increasing before T∗ and H0 is continuous at the collision time T∗.396

If we assume the two peakons cross each other after t > T∗ (still with amplitudes397

p1, p2), then according to (43), the evolution equations for x1(t) and x2(t) are given398

by399 
d

dt
x1(t) =

1

6
p2

1 +
1

2
p1p2e

x2(t)−x1(t), t > T∗,

d

dt
x2(t) =

1

6
p2

2 +
1

2
p1p2e

x2(t)−x1(t), t > T∗.
(49)400

401
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This system is different with (4). For i = 1, 2, we define402

x̄i(t) =

{
xi(t) given by (44) for t < T∗,

xi(t) given by (49) for t > T∗,
(50)403

404

and the crossing peakon weak solution405

ū(x, t) = p1G(x− x̄1(t)) + p2G(x− x̄2(t)), m̄ = ū− ūxx.(51)406407

For the energy H0 of the crossing solution m̄, we have408

H0(m̄(t)) =
1

2
(p2

1 + p2
2) + p1p2e

−|x̄1(t)−x̄2(t)| =


1

2
(p2

1 + p2
2) + p1p2e

x̄1(t)−x̄2(t), t < T∗,

1

2
(p2

1 + p2
2) + p1p2e

x̄2(t)−x̄1(t), t > T∗.

(52)

409

410

H0 increases before time T∗ and decreases after time T∗. H0 is again continuous at411

the collision time T∗.412

Both the sticky solution u(x, t) and the crossing solution ū(x, t) are two global413

peakon solutions, which proves nonuniqueness of weak solutions to the mCH equation.414

This nonuniqueness example can also be found in [12, Proposition 4.4].415

The above example also shows that after collision, peakons can merge into one416

giving the sticky solution u, or cross each other yielding the crossing solution ū.417

Moreover, if we view T∗ as the start point with one peakon, then the crossing solution418

ū shows the scattering of one peakon. This indicates all the situation mentioned in419

question (iii) in Introduction.420

At the end of this section, we give a useful proposition.421

Proposition 2.10. Let xi(t), 1 ≤ i ≤ N , be N Lipschitz functions in [0, T )422

with x1(t) < x2(t) < · · · < xN (t) and p1, · · · , pN are N non-zero constants. Then,423

uN (x, t) :=
∑N
i=1 piG(x − xi(t)) is a weak solution to the mCH equation if and only424

if xi(t) satisfies (4).425

Proof. Obviously, we have

uN ∈ C([0, T );H1(R)) ∩ L∞(0, T ;W 1,∞(R)).

In the following proof we denote u := uN . For any test function φ ∈ C∞c (R× [0, T )),426

let427

L(u, φ) =

∫ T

0

∫
R
u(φt − φtxx)dxdt−

∫ T

0

∫
R

[
1

3
(u3
xφxx + u3φxxx)− (u3 + uu2

x)φx

]
dxdt428

=: I1 + I2.
(53)

429430

Denote x0 := −∞, xN+1 := +∞ and p0 = pN+1 = 0. By integration by parts for431
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space variable x, we calculate I1 as432

I1 =

∫ T

0

∫
R
u(φt − φtxx)dxdt =

N∑
i=0

∫ T

0

∫ xi+1

xi

u(φt − φtxx)dxdt433

=

N∑
i=0

∫ T

0

∫ xi+1

xi

1

2

∑
j≤i

pje
xj−x +

1

2

∑
j>i

pje
x−xj

 (φt − φtxx)dxdt434

=

∫ T

0

N∑
i=1

piφt(xi(t), t)dt.(54)435

436

Similarly, for I2 we have437

I2 = −
∫ T

0

∫
R

[
1

3
(u3
xφxx + u3φxxx)− (u3 + uu2

x)φx

]
dxdt438

=

∫ T

0

N∑
i=1

piφx(xi(t))

1

6
p2
i +

1

2

∑
j<i

pipje
xj−xi +

1

2

∑
j>i

pipje
xi−xj439

+
∑

1≤m<i<n≤N
pmpne

xm−xn

 dt440

=

∫ T

0

N∑
i=1

piφx(xi(t))F (t)dt.(55)441

442

where

F (t) :=
1

6
p2
i +

1

2

∑
j<i

pipje
xj−xi +

1

2

∑
j>i

pipje
xi−xj +

∑
1≤m<i<n≤N

pmpne
xm−xn .

Combining (53), (54) and (55) gives443

L(u, φ) =

N∑
i=1

pi

∫ T

0

d

dt
φ(xi(t), t)dt+

∫ T

0

N∑
i=1

piφx(xi(t))

(
F (t)− d

dt
xi(t)

)
dt444

= −
∫
R
φ(x, 0)dmN

0 +

∫ T

0

N∑
i=1

piφx(xi(t))

(
F (t)− d

dt
xi(t)

)
dt.(56)445

446

By Definition 2.2 we know uN is a weak solution if and only if d
dtxi(t) = F (t), which447

is (4).448

Remark 2.11. Proposition 2.10 implies the uniqueness of the limiting trajectories449

xi(t) before collisions. Consider the two peakon case in Remark 2.9. From Proposition450

2.10, we know that solutions to (4) can not be used to construct peakon weak solutions451

after t > T∗. If we assume x1(t) > x2(t) when t > T∗, Proposition 2.10 tells that (49)452

is the right evolution equation for xi(t), i = 1, 2.453

3. Limiting peakon solutions as ε → 0. In this section, we analyze peakon454

solutions given by the dispersive regularization.455
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3.1. No collisions for the regularized system. In this subsection, we show456

that trajectories {xεi(t)}Ni=1 obtained by (25) will never collide. Define457

f ε1(x) :=
1

2

∫ ∞
0

ρε(x− y)e−ydy and f ε2(x) :=
1

2

∫ 0

−∞
ρε(x− y)eydy.(57)458

459

Changing variable gives460

f ε1(x) =
1

2

∫ x

−∞
ρε(y)ey−xdy and f ε2(x) =

1

2

∫ ∞
x

ρε(y)ex−ydy.(58)461
462

It is easy to see that both f ε1 , f
ε
2 ∈ C∞(R) and we have the following lemma.463

Lemma 3.1. Let C0 := ||ρ||L∞ . Then, the following properties for f εi (i = 1, 2)464

hold:465

(i)466

f ε2(x) = f ε1(−x), Gε(x) = f ε1 + f ε2 , and Gεx(x) = −f ε1(x) + f ε2(x).(59)467468

(ii)469

||f ε1 ||L∞ , ||f ε2 ||L∞ ≤
1

2
, and ||∂xf ε1 ||L∞ , ||∂xf ε2 ||L∞ ≤

C0

2ε
+

1

2
.(60)470

471

Proof. (i). The first two equalities in (59) can be easily proved. For the third472

one, taking derivative of (58) gives473

∂xf
ε
1(x) =

1

2
ρε(x)− f ε1(x), and ∂xf

ε
2(x) = −1

2
ρε(x) + f ε2(x).(61)474

475

Hence, we have Gεx(x) = −f ε1(x) + f ε2(x).476

(ii). By Definition (57), we can obtain

||f ε1 ||L∞ , ||f ε2 ||L∞ ≤
1

2
.

Due to (61) and C0 = ||ρ||L∞ , we have

||∂xf ε1 ||L∞ , ||∂xf ε2 ||L∞ ≤
C0

2ε
+

1

2
.

Theorem 3.2. Let {xεi(t)}Ni=1 be a solution to (25) subject to xεi(0) = ci, i =477

1, . . . , N and
∑N
i=1 |pi| ≤ M0 for some constant M0. If c1 < c2 < · · · < cN , then478

xε1(t) < xε2(t) < · · · < xεN (t) for all t > 0.479

Proof. If collisions between {xεi}Ni=1 happen, we assume that the first collision is480

between xεk and xεk+1 for some 1 ≤ k ≤ N − 1 at time T∗ > 0. Our target is to prove481

T∗ = +∞.482

By (21) and (59), we have

uN,ε(x, t) =

N∑
i=1

piG
ε(x− xεi) =

N∑
i=1

pi (f ε1(x− xεi) + f ε2(x− xεi)) ,

and

uN,εx (x, t) =

N∑
i=1

piG
ε
x(x− xεi) =

N∑
i=1

pi (−f ε1(x− xεi) + f ε2(x− xεi)) .
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Hence, we obtain483

UNε (x, t) = (uN,ε + uN,εx )(uN,ε − uN,εx ) = 4

(
N∑
i=1

pif
ε
2(x− xεi)

)(
N∑
i=1

pif
ε
1(x− xεi)

)
.484

485

From (25), we have486

d

dt
xεk =

[
ρε ∗ UNε

]
(xεk) and

d

dt
xεk+1 =

[
ρε ∗ UNε

]
(xεk+1).(62)487

488

For t < T∗, taking the difference gives489

d

dt
(xεk+1 − xεk)490

=4

∫
R
ρε(y)

(
N∑
i=1

pif
ε
2(xεk+1 − y − xεi)

)(
N∑
i=1

pif
ε
1(xεk+1 − y − xεi)

)
dy491

− 4

∫
R
ρε(y)

(
N∑
i=1

pif
ε
2(xεk − y − xεi)

)(
N∑
i=1

pif
ε
1(xεk − y − xεi)

)
dy492

=4

∫
R
ρε(y)

(
N∑
i=1

pif
ε
2(xεk+1 − y − xεi)

)
N∑
i=1

pi
(
f ε1(xεk+1 − y − xεi)− f ε1(xεk − y − xεi)

)
dy493

+ 4

∫
R
ρε(y)

(
N∑
i=1

pif
ε
1(xεk − y − xεi)

)
N∑
i=1

pi
(
f ε2(xεk+1 − y − xεi)− f ε2(xεk − y − xεi)

)
dy.494

495

Combining (59) and (60) yields496 ∣∣∣∣ ddt (xεk+1 − xεk)

∣∣∣∣ ≤2M2
0 ||∂xf ε1 ||L∞(xεk+1 − xεk) + 2M2

0 ||∂xf ε2 ||L∞(xεk+1 − xεk)497

≤Cε(xεk+1 − xεk), t < T∗,(63)498499

where

Cε = M2
0

(
C0

ε
+ 1

)
.

Hence, for t < T∗ we have500

−Cε(xεk+1 − xεk) ≤ d

dt
(xεk+1 − xεk) ≤ Cε(xεk+1 − xεk),(64)501

502

which implies

0 < (ck+1 − ck)e−Cεt ≤ xεk+1(t)− xεk(t) for t < T∗.

By our assumption about T∗, we know T∗ = +∞. Hence, we have xε1(t) < xε2(t) <503

· · · < xεN (t) for all t > 0.504

Remark 3.3. Let uN (x, t) =
∑N
i=1G(x − xi(t)) be an N -peakon solution to the505

mCH equation obtained by Theorem 2.4. From Theorem 3.2, we have506

x1(t) ≤ x2(t) ≤ · · · ≤ xN (t).(65)507508

This result shows that the limit solution allows no crossing between peakons.509
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3.2. Two peakon solutions. As mentioned in Introduction, the sticky peakon510

solutions given in [12] also satisfy (65). In this subsection, when N = 2, we show511

that the limiting N -peakon solutions given in Theorem 2.4 agree with sticky peakon512

solutions (see u(x, t) in Remark 2.9). Due to Proposition 2.10, the cases with no513

collisions are easy to verify.514

Consider the case with a collision for N = 2. When p2
1 > p2

2 and x1(0) = c1 <515

c2 = x2(0), the equations for x1(t) and x2(t) before collisions are given by516 
d

dt
x1(t) =

1

6
p2

1 +
1

2
ex1(t)−x2(t),

d

dt
x2(t) =

1

6
p2

2 +
1

2
ex1(t)−x2(t).

(66)517

518

The two peakons collide at T∗ = 6(c2−c1)
p21−p22

. Next, we prove the following theorem.519

Theorem 3.4. Assume N = 2 and mN
0 (x) = p1δ(x−c1)+p2δ(x−c2) with p2

1 > p2
2520

and c1 < c2. Then, the peakon solution uN (x, t) = p1G(x − x1(t)) + p2G(x − x2(t))521

obtained in Theorem 2.4 is a sticky peakon solution, which means522

x1(t) = x2(t) for t ≥ T∗ :=
6(c2 − c1)

p2
1 − p2

2

.(67)523
524

To prove Theorem 3.4, we first consider (25) for N = 2. Denote Sε(t) := xε2(t)−525

xε1(t) > 0. By the fact that f ε1(−x) = f ε2(x), we find that526

d

dt
xε1 = 4

∫ ∞
−∞

ρε(y)
[
p1f

ε
2(−y) + p2f2(−Sε − y)

][
p1f

ε
1(−y) + p2f

ε
1(−Sε − y)

]
dy527

= 4

∫ ∞
−∞

ρε(y)
[
p1f

ε
1(y) + p2f

ε
1(Sε + y)

][
p1f

ε
2(y) + p2f

ε
2(Sε + y)

]
dy.(68)528

529

By changing of variables y → −y and using the fact that ρε is even, we obtain530

d

dt
xε2 = 4

∫ ∞
−∞

ρε(y)
[
p1f

ε
2(Sε − y) + p2f2(−y)

][
p1f

ε
1(Sε − y) + p2f

ε
1(−y)

]
dy531

= 4

∫ ∞
−∞

ρε(y)
[
p1f

ε
2(Sε + y) + p2f

ε
2(y)

][
p1f

ε
1(Sε + y) + p2f

ε
1(y)

]
dy(69)532

533

Taking the difference of (68) and (69) gives534

d

dt
Sε = 4(p2

2 − p2
1)

∫ ∞
−∞

ρε(y)
[
f ε1(y)f ε2(y)− f ε1(Sε + y)f ε2(Sε + y)

]
dy.(70)535

536

We have the following useful proposition, the proof of which is in Appendix.537

Proposition 3.5. For any s > 0, we have538

lim
ε→0

4

∫ ∞
−∞

ρε(x)
[
f ε1(x)f ε2(x)− f ε1(s+ x)f ε2(s+ x)

]
dx =

1

6
.(71)539

540

The above convergence is uniform about s ∈ [δ,+∞) for any δ > 0.541

Proof of Theorem 3.4. Let mN
0 (x) = p1δ(x − c1) + p2δ(x − c2) for constants pi542

and ci satisfying543

c1 < c2 and p2
1 > p2

2.(72)544545
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xε1(t) and xε2(t) are obtained by (25). From Theorem 3.1, we have xε1(t) < xε2(t) for
any t ≥ 0. By Theorem 2.4, for any T > 0, there are x1(t), x2(t) ∈ C([0, T ]) such that

xε1(t)→ x1(t) and xε2(t)→ x2(t) in C([0, T ]), ε→ 0.

Hence, we have
x1(t) ≤ x2(t).

By Proposition 2.10, we know that solution given by Theorem 2.4 is the same as the546

sticky peakon solution when t < T∗.547

By (70) and Proposition 3.5, we can see that for any 0 < δ < min
{
c2−c1,− 1

6 (p2
2−

p2
1)
}

, there is a ε0 > 0 such that when Sε(t) ≥ δ we have

1

6
(p2

2 − p2
1)− δ < d

dt
Sε(t) <

1

6
(p2

2 − p2
1) + δ < 0 for any ε < ε0.

Claim 1: If there exists t0 > 0 such that Sε(t0) ≤ δ, then Sε(t) ≤ δ for t > t0.
Indeed, if there is t1 > t0 and Sε(t1) > δ, we set

t2 := inf{t < t1 : Sε(s) > δ for s ∈ (t, t1)}.
Hence, t2 ≥ t0 and Sε(t2) = δ. Moreover, Sε(t) > δ for t ∈ (t2, t1). Therefore,548

Sε(t1) =

∫ t1

t2

d

ds
Sε(s)ds+ Sε(t2) ≤

[1

6
(p2

2 − p2
1) + δ

]
(t1 − t2) + δ ≤ δ,549

550

which is a contradiction with Sε(t1) > δ.551

Claim 2: We have Sε(t) ≤ δ for t ≥ 6(c2−c1−δ)
p21−p22−6δ

=: tδ. If not, from Claim 1 we552

have Sε(t) > δ for t ≤ tδ. Hence,553

Sε(tδ) =

∫ tδ

0

d

ds
Sε(s)ds+ c2 − c1 ≤

[1

6
(p2

2 − p2
1) + δ

]
tδ + c2 − c1 ≤ δ,554

555

which is a contradiction.556

With the above claims, we can obtain557

lim
ε→0

Sε(t) = 0 for t ≥ 6(c2 − c1)

p2
1 − p2

2

,(73)558
559

which implies (67)560

Remark 3.6. Though the peakons are not physical particles and they are not561

governed by Newton’s laws, we have the analogy of the conservation of momentum562

during the collision. Let p be the ‘mass’ of the peakon. The speeds of the two peakons563

before collision are 1
6p

2
1 + 1

2p1p2 and 1
6p

2
2 + 1

2p1p2 respectively. The speed after collision564

is 1
6 (p1 + p2)2. We can check formally that565

(p1 + p2)
1

6
(p1 + p2)2 = p1

(
1

6
p2

1 +
1

2
p1p2

)
+ p2

(
1

6
p2

2 +
1

2
p1p2

)
.566

We can then introduce the instantaneous (infinite) “force” as567

F1 = p1[ẋ1]δ(t− T∗) =
1

6
p1p2(p2 − p1)δ(t− T∗),568

where [ẋ1] represents the jump of ẋ at t = T∗. Similarly,569

F2 = p2[ẋ2]δ(t− T∗) =
1

6
p2p1(p1 − p2)δ(t− T∗).570

Here F1 + F2 = 0, which is equivalent to the “local conservation of momentum”.571
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3.3. Discussion about three particle system. When N ≥ 3, the limiting572

N -peakon solutions obtained by Theorem 2.4 can be complicated. In this subsection,573

we study the interactions between three peakon trajectories.574

Denote the initial data x1(0) < x2(0) < x3(0) and constant amplitudes of peakons575

pi > 0, i = 1, 2, 3. Let xεi(t), i = 1, 2, 3, be solutions to the regularized system (25)576

and xi(t), i = 1, 2, 3, be the limiting trajectories given by Theorem 2.4. Let xsi (t),577

i = 1, 2, 3, be trajectories to sticky peakon solutions given in [12]. Before the first578

collision time, by Proposition 2.10 we know that xi(t) = xsi (t), i = 1, 2, 3, which is the579

solution to (4). However, after collisions, the limiting trajectories xi(t) may or may580

not coincide with the sticky trajectories xsi (t). Below, we consider two typical cases.581

Sticky case (i). We illustrate this case by an example with p1 = 4, p2 = 2, p3 =582

1 and x1(0) = −7, x2(0) = −5, x3(0) = −3 (see Figure 1). For the sticky trajectories583

(red dashed lines in Figure 1) xsi (t), i = 1, 2, 3, the first collision happens between584

xs2(t) and xs3(t) at time t∗1. Then xs2(t) and xs3(t) sticky together traveling with new585

amplitude p2 + p3 for t ∈ (t∗1, t
∗
2). Because p1 > p2 + p3, xs1(t) catches up with xs2(t)586

and xs3(t) at t∗2. At last, the three peakons all sticky together after t∗2.587

When ε > 0 is small, the behavior of trajectories xεi(t), i = 1, 2, 3, given by the588

regularized system (25) is very similar to the sticky trajectories (see blue solid lines589

in Figure 1). This indicates that xi(t) ≡ xsi (t) for any t > 0 and the limiting peakon590

solution given by Theorem 2.4 agrees with the sticky peakon solution.591
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t⇤1

t⇤2

Fig. 1. p1 = 4, p2 = 2, p3 = 1 and x1(0) = −7, x2(0) = −5, x3(0) = −3; ε = 0.02. The
blue lines are trajectories of three peakons {xεi(t)}3i=1 given by dispersive regularization system (25).
The red dashed lines are trajectories of sticky three peakons.

Sticky and separation case (ii). We illustrate this case by an example with592

p1 = 4, p2 = 2, p3 = 3 and x1(0) = −7, x2(0) = −6, x3(0) = −2 (see Figure 2).593

For the sticky trajectories (red dashed lines in Figure 2) xsi (t), i = 1, 2, 3, the first594

collision happens between xs1(t) and xs2(t) at time t̂1. Then xs1(t) and xs2(t) sticky595

together traveling with new amplitude p1 + p2 for t ∈ (t̂1, t̂2). Because p1 + p2 > p3,596

xs1(t) and xs2(t) catch up with xs3(t) at t̂2. At last, the three peakons all sticky together597

after t̂2.598

When ε > 0 is small, the behavior of trajectories xεi(t), i = 1, 2, 3, given by599

the regularized system (25) is very similar with the sticky trajectories xsi (t) before600

T1, where xε1(t) get close to xε2(t). However, when xε3(t) comes close to xε2(t), xε2(t)601

separates from xε1(t) around T1 and gradually moves to xε3(t) and then holds together602
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with xε3(t). Since p2 + p3 > p1, xε2(t) and xε3(t) get far away from xε1(t).603

This indicates the limiting trajectories xi(t) 6= xsi (t) for t ≥ T1 and the limiting604

peakon solution given by Theorem 2.4 does not agree with the sticky peakon solution.605

Below, we give some discussions about this interesting phenomenon.606
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·T1 ·

Fig. 2. p1 = 4, p2 = 2, p3 = 3 and x1(0) = −7, x2(0) = −6, x3(0) = −2; ε = 0.02. The blue
lines are trajectories for three peakons {xεi(t)}3i=1 obtained by dispersive regularization system (25).
The red dashed lines are trajectories of sticky three peakons.

Next, we discuss in detail the limiting solution in cases like Figure 2, i.e. p1 >607

p2 > 0, p1 + p2 > p3 > 0 , p1 < p2 + p3 and x3(0) − x2(0) � x2(0) − x1(0) > 0.608

Consider the limiting solution of the form:609

u(x, t) =

3∑
i=1

piG(x− xi(t)),610

where xi(t) are Lipschitz continuous and x1(t) ≤ x2(t) ≤ x3(t). Since x1(0) < x2(0) <611

x3(0), by Proposition 2.10, xi(t) : i = 1, 2, 3 satisfy the following system for t ∈ (0, T∗)612

where T∗ > 0 is the first collision time:613 

dx1

dt
=

1

6
p2

1 +
1

2
p1p2e

−(x2−x1) +
1

2
p1p3e

−(x3−x1),

dx2

dt
=

1

6
p2

2 +
1

2
p1p2e

−(x2−x1) +
1

2
p2p3e

−(x3−x2) + p1p3e
−(x3−x1),

dx3

dt
=

1

6
p2

3 +
1

2
p1p3e

−(x3−x1) +
1

2
p2p3e

−(x3−x2).

(74)614

615

Let Si := xi+1 − xi ≥ 0, i = 1, 2. From (74), the distances Si satisfy the following616

equations for t < T∗:617 
dS1

dt
=

1

6
(p2

2 − p2
1) +

1

2
p2p3e

−S2 +
1

2
p1p3e

−(S1+S2),

dS2

dt
=

1

6
(p2

3 − p2
2)− 1

2
p1p2e

−S1 − 1

2
p1p3e

−(S1+S2).

(75)618

619

For the case in Figure 2 to happen, S2(0) should be large enough so that S1(T∗) = 0620

and621

lim
t→T−∗

dS1

dt
=

1

6
(p2

2 − p2
1) +

1

2
p2p3e

−S2(T∗) +
1

2
p1p3e

−S2(T∗) < 0.622
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In other words, S2(T∗) > S∗2 > 0, where S∗2 is defined by:623

1

6
(p2

2 − p2
1) +

1

2
p2p3e

−S∗2 +
1

2
p1p3e

−S∗2 = 0.624

Since S1(t) ≥ 0, while625

1

6
(p2

2 − p2
1) +

1

2
p2p3e

−S2 +
1

2
p1p3e

−(S1+S2) < 0,626

(75) must not be valid for t ∈ (T∗, T∗ + δ) for some δ > 0 and neither does (74).627

Indeed, the new system of equations must be (4) for N = 2:628 
d

dt
xi(t) =

1

6
(p1 + p2)2 +

1

2
(p1 + p2)p3e

xi(t)−x3(t), i = 1, 2,

d

dt
x3(t) =

1

6
p2

3 +
1

2
(p1 + p2)p3e

x2(t)−x3(t).

(76)629

630

Hence, S1(t) = 0 for t ∈ (T∗, T∗+δ) while S2(t) keeps decreasing because p1 +p2 > p3.631

Note that the sticky solutions xsi (t) satisfy (76) until xs1(t) = xs2(t) = xs3(t). On632

the contrary, the simulations indicate that x1(t) and x2(t) can split when x2(t) < x3(t)633

and then {xi(t)}3i=1 do not satisfy (76) after the splitting. Define the splitting time634

T1 as635

T1 = inf{t ≥ T∗ : S1(t) > 0}.636

We claim that T1 ≥ T2 := inf{t > 0 : S2(t) = S∗2} > T∗. Suppose for otherwise637

T1 < T2, then there exists δ > 0 such that S1(t) > 0 for t ∈ (T1, T1 + δ) with some638

small δ, S1(T1) = 0 and S := inft∈(T1,T1+δ) S2(t) > S∗2 . For t ∈ (T1, T1 + δ), S1 and639

S2 must satisfy (75) by Proposition 2.10. Consequently,640

d

dt
S1(t) ≤ 1

6
(p2

2 − p2
1) +

1

2
p2p3e

−S +
1

2
p1p3e

−S < 0, t ∈ (T1, T1 + δ).641

Since S1(T1) = 0, we must have S1(t) ≤ 0 for t ∈ (T1, T1 + δ). This is a contradiction.642

Now that (76) holds on (T∗, T1) while T1 ≥ T2, we find643

T2 = T∗ + 6(S2(T∗)− S∗2 )/((p1 + p2)2 − p2
3) > T∗.644

The question is that when the split happens (i.e. how large can T1 be).645

Conjecture. At the point of splitting (t = T1), both x1(t) and x2(t) are right-646

differentiable, and x1(t) : t ≥ T1 and x2(t) : t ≥ T1 are tangent at t = T1.647

If this conjecture is valid, then we must have648

lim
t→T+

1

d

dt
S1(t) = 0649

and therefore650

T1 = T2.651

In summary, the dispersive regularization limit weak solution is quite different652

from the sticky particle model in [12] when N ≥ 3. Another difference we note is that653

the sticky particle model has bifurcation instability for the dynamics of three peakon654

system: consider a three particles system with initial data: p1 = 4, x1(0) = −4,655

p2 = 3, x2(0) ∈ (−4, 4) and p3 = 2, x3(0) = 4. There exists xc ∈ (−4, 4) such that in656
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the x2(0) > xc cases, the second and third peakons merge first and then they move657

apart from the first one (see Figure 3 (b)), while x2(0) < xc implies that the first two658

merge first and then they catch up with the third one, merging into a single particle659

(see Figure 3 (a)). This is a kind of bifurcation instability due to the initial position660

of the second peakon: a little change in x2(0) results in very different solutions at661

later time. It seems that the ε→ 0 limit does not possess such instability due to the662

splitting as in Figure 2.663
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Fig. 3. (a). p1 = 4, p2 = 3, p3 = 2 and x1(0) = −4, x2(0) = −3, x3(0) = 4. The three peakons

merge into one peakon. (b). p1 = 4, p2 = 3, p3 = 2 and x1(0) = −4, x2(0) = −2, x3(0) = 4. The
three peakons merge into two separated peakons.

4. Mean field limit. In this section, we use a particle method to prove global664

existence of weak solutions to the mCH equation for general initial data m0 ∈M(R).665

Assume that the initial date m0 satisfies666

m0 ∈M(R), supp{m0} ⊂ (−L,L), M0 :=

∫
R
d|m0| < +∞.(77)667

668

Let us choose the initial data {ci}Ni=1 and {pi}Ni=1 to approximate m0(x). Divide the669

interval [−L,L] into N non-overlapping sub-interval Ij by using the uniform grid with670

size h = 2L
N . We choose ci and pi as671

ci := −L+ (i− 1

2
)h; pi :=

∫
[ci−h2 ,ci+h

2 )

dm0, i = 1, 2, · · · , N.(78)672

673

Hence, we have674

N∑
i=1

|pi| ≤
∫

[−L,L]

d|m0| ≤M0.(79)675

676

Using (78), one can easily prove that m0 is approximated by677

mN
0 (x) :=

N∑
j=1

pjδ(x− cj)(80)678

679

in the sense of measures. Actually, for any test function φ ∈ Cb(R), we know φ is680

uniformly continuous on [−L,L]. Hence, for any η > 0, there exists a δ > 0 such that681

when x, y ∈ [−L,L] and |x− y| < δ, we have |φ(x)− φ(y)| < η. Hence, choose h
2 < δ682
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and we have683 ∣∣∣∣ ∫
R
φ(x)dm0 −

∫
R
φ(x)dmN

0

∣∣∣∣ =

∣∣∣∣ ∫
[−L,L]

φ(x)dm0 −
∫

[−L,L]

φ(x)dmN
0

∣∣∣∣684

=

∣∣∣∣ N∑
i=1

∫
[ci−h2 ,ci+h

2 )

(
φ(x)− φ(ci)

)
dm0

∣∣∣∣ ≤ η N∑
i=1

∫
[ci−h2 ,ci+h

2 )

d|m0| ≤M0η.(81)685

686

Let η → 0 and we obtain the narrow convergence from mN
0 (x) to m0(x).687

For initial datamN
0 (x), Theorem 2.4 gives a weak solution uN (x, t) =

∑N
i=1 piG(x−688

xi(t)), where xi(0) = ci and pi are given by (78). Moreover, (31) holds for xi(t),689

1 ≤ i ≤ N.690

Next, we are going to use some space-time BV estimates to show compactness of691

uN . To this end, we recall the definition of BV functions.692

Definition 4.1. (i). For dimension d ≥ 1 and an open set Ω ⊂ Rd, a function
f ∈ L1(Ω) belongs to BV (Ω) if

Tot.V ar.{f} := sup
{∫

Ω

f(x)∇ · φ(x)dx : φ ∈ C1
c (Ω;Rd), ||φ||L∞ ≤ 1

}
<∞.

(ii). (Equivalent definition for one dimension case) A function f belongs to BV (R)
if for any {xi} ⊂ R, xi < xi+1, the following statement holds:

Tot.V ar.{f} := sup
{xi}

{∑
i

|f(xi)− f(xi−1)|
}
<∞.

Remark 4.2. Let Ω ⊂ Rd for d ≥ 1 and f ∈ BV (Ω). Df := (Dx1f, . . . ,Dxdf) is693

the distributional gradient of f . Then, Df is a vector Radon measure and the total694

variation of f is equal to the total variation of |Df |: Tot.V ar.{f} = |Df |(Ω). Here,695

|Df | is the total variation measure of the vector measure Df ([20, Definition (13.2)]).696

If a function f : R→ R satisfies Definition 4.1 (ii), then f satisfies Definition (i).697

On the contrary, if f satisfies Definition 4.1 (i), then there exists a right continuous698

representative which satisfies Definition (ii). See [20, Theorem 7.2] for the proof.699

Now, we give some space and time BV estimates about uN , ∂xu
N , which is similar700

to [12, Proposition 3.3].701

Proposition 4.3. Assume initial value m0 satisfies (77). pi and ci, 1 ≤ i ≤ N ,702

are given by (78) and mN
0 is defined by (80). Let uN (x, t) =

∑N
i=1 piG(x − xi(t))703

be the N -peakon solution given by Theorem 2.4 subject to initial data mN (x, 0) =704

(1− ∂xx)uN (x, 0) = mN
0 (x). Then, the following statements hold.705

(i). For any t ∈ [0,∞), we have706

Tot.V ar.{uN (·, t)} ≤M0, T ot.V ar.{∂xuN (·, t)} ≤ 2M0 uniformly in N.(82)707708

(ii).709

||uN ||L∞ ≤
1

2
M0, ||∂xuN ||L∞ ≤

1

2
M0 uniformly in N.(83)710

711

(iii). For t, s ∈ [0,∞), we have712

∫
R
|uN (x, t)− uN (x, s)|dx ≤ 1

2
M3

0 |t− s|,
∫
R
|∂xuN (x, t)− ∂xu

N (x, s)|dx ≤M3
0 |t− s|.

(84)

713
714
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715

(iv). For any T > 0, there exist subsequences of uN , uNx (also labeled as uN , uNx )716

and two functions u, ux ∈ BV (R× [0, T )) such that717

uN → u, uNx → ux in L1
loc(R× [0,+∞)) as N →∞,(85)718719

and u, ux satisfy all the properties in (i), (ii) and (iii).720

Proof. See [12, Proposition 3.3]. We remark that the key estimate to prove (84)721

is (31).722

With Proposition 4.3, we have the following theorem:723

Theorem 4.4. Let the assumptions in Proposition 4.3 hold. Then, the following724

statements hold:725

(i). The limiting function u obtained in Proposition 4.3 ((iv)) satisfies726

u ∈ C([0,+∞);H1(R)) ∩ L∞(0,+∞;W 1,∞(R))(86)727728

and it is a global weak solution of the mCH equation (1).729

(ii). For any T > 0, we have

m = (1− ∂xx)u ∈M(R× [0, T ))

and there exists a subsequence of mN (also labeled as mN ) such that730

mN ∗
⇀m in M(R× [0, T )) (as N → +∞).(87)731732

(iii). For a.e. t ≥ 0 we have (in subsequence sense)733

mN (·, t) ∗⇀m(·, t) in M(R) as N → +∞(88)734735

and736

supp{m(·, t)} ⊂
(
− L− 1

2
M2

0 t, L+
1

2
M2

0 t
)
,(89)737

738

Proof. The proof is similar to [12, Theorem 3.4] and we omit it.739

Remark 4.5. We remark that when m0 is a positive Radon measure, m is also740

positive. Actually, m0 ∈ M+(R) implies that pi ≥ 0 and mN,ε ≥ 0. Therefore,741

the limiting measure m belongs to M+(R × [0, T )). By the same methods as in [12,742

Theorem 3.5], we can also show that for a.e. t ≥ 0,743

m(·, t)(R) = m0(R), |m(·, t)|(R) ≤ |m0|(R).(90)744745

5. Modified equation and dispersive effects. Note that the regularization746

for the N -peakon solutions can be equivalently reformulated as the regularization747

performed directly on the equation. We consider the equation748

mt +
[
m
(
ρε ∗

(
(ρε ∗ u)2 − (ρε ∗ ux)2

))]
x

= 0, m = u− uxx.(91)749
750

To see the equivalence, consider its characteristic equation751 {
Ẋ(ξ, t) = ρε ∗

(
(ρε ∗ u)2 − (ρε ∗ ux)2

)
(X(ξ, t), t),

X(ξ, 0) = ξ ∈ R.
(92)752

753
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Due to the relation between u and m, we have754

755

(93) (ρε ∗ u)(x) =

∫
R
ρε(x− y)

∫
R
G(y − z)m(z)dzdy756

=

∫
R
Gε(x− z)m(z)dz =

∫
R
Gε(x−X(θ, t))m0(θ)dθ.757

758

We define759
760

(94) Uε(x, t) := (ρε ∗ u)2(x, t)− (ρε ∗ ux)2(x, t)761

=

(∫
R
Gε(x−X(θ, t))m0(θ)dθ

)2

−
(∫

R
Gεx(x−X(θ, t))m0(θ)dθ

)2

,762
763

and764

U ε(x, t) = [ρε ∗ Uε](x, t).765

Equation (92) can be rewritten as766 {
Ẋ(ξ, t) = U ε(X(ξ, t), t),

X(ξ, 0) = ξ ∈ R.
(95)767

768

Because the velocity field U ε is bounded and smooth, one may show that Equation769

(95) has a global solution for given initial data m0 ∈ M(R). Hence, the modified770

equation (91) has a global solution. Notice that if we let771

m0(x) =

N∑
i=1

δ(x− ci), and xεi(t) = X(ci, t),772

then System (95) for {xεi(t)}Ni=1 recovers System (20).773

Next, we use Equation (91) to justify that our regularization method has disper-774

sive effects. For a smooth function f , we have775

ρε ∗ f(x) =

∫
R
f(x− εy)ρ(y) dy = f(x) + aε2fxx(x) +O(ε4),776

where a is a constant given by777

a =
1

2

∫
R
ρ(y)y2dy.778

Using the above fact, we have779

Uε = (ρε ∗ u)2 − (ρε ∗ ux)2 = u2 − u2
x + 2aε2(uuxx − uxuxxx) +O(ε4),780781

and782
783

U ε = Uε − aε2Uεxx +O(ε4)784

= u2 − u2
x + aε2[2(uuxx − uxuxxx) + (u2 − u2

x)xx] +O(ε4).785786

Hence, the modified equation (91) becomes:787

mt + [m(u2 − u2
x)]x + aε2[2m(uuxx − uxuxxx) +m(u2 − u2

x)xx]x +O(ε4) = 0.(96)788789
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To see that the correction term in the modified equation has dispersive effects, we do790

linearization around the constant solution 1. Let u = 1 + δv. We have791

m = u− uxx = 1 + δv − δvxx = 1 + δn,792

where n = v−vxx. Keeping orders up to O(ε2) and δ, we have the following linearized793

equation:794

vt + (2v + n)x + 4aε2vxxx +O(δ) +O(ε4) = 0.(97)795796

The leading term corresponding to the mollification is a dispersive term 4aε2δvxxx.797

Hence, our regularization method has dispersive effects.798

Appendix A. Proofs of Proposition 2.7 and 3.5.799

Proof of Proposition 2.7. Because
∑N
j=1 pjG(x− xj) is continuous, we have800

lim
ε→0

ρε ∗ (uN,ε)2(xi) =

 N∑
j=1

pjG(xi − xj)

2

.(98)801

802

Next we estimate the second term [ρε ∗ (uN,εx )2](xi) in U ε(xi). We have803

804

(99)

(uN,εx )2(x) =

 ∑
j∈Ni1

pjG
ε
x(x− xj)

2

+ 2
∑

j∈Ni1,k∈Ni2
pjG

ε
x(x− xj)pkGεx(x− xk)805

+

( ∑
k∈Ni2

pkG
ε
x(x− xk)

)2

=: F ε1 (x) + F ε2 (x) + F ε3 (x).806

807

Because Gx(x) is continuous at xi − xj , we have the following estimate for F ε1808

lim
ε→0

(ρε ∗ F ε1 )(xi) =

 ∑
j∈Ni1

pjGx(xi − xj)

2

.(100)809

810

Because G and ρε are even functions, we know Gεx is an odd function. Next, consider811

the second term F ε2 on the right hand side of (99). Due to xk = xi for k ∈ Ni2, we812

have813
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(ρε ∗ F ε2 )(xi) =2
∑

j∈Ni1,k∈Ni2
pjpk

∫
R
ρε(xi − y)Gεx(y − xj)Gεx(y − xi)dy814

=2
∑

j∈Ni1,k∈Ni2
pjpk

∫ ∞
0

ρε(y)Gεx(−y)815

×
(∫

R

[
Gx(xi − xj − y − x)−Gx(xi − xj + y − x)

]
ρε(x)dx

)
dy816

≤2
∑

j∈Ni1,k∈Ni2
pjpk

∫ √ε
0

ρε(y)Gεx(−y)817

×
(∫ √ε
−√ε

∣∣∣Gx(xi − xj − y − x)−Gx(xi − xj + y − x)
∣∣∣ρε(x)dx

)
dy818

+ 3
∑

j∈Ni1,k∈Ni2
pjpk

∫ ∞
√
ε

ρε(y)dy =: Iε1 + Iε2.(101)819

820

Due to xj 6= xi for j ∈ Ni1, we can choose ε small enough such that

(xi − xj − y − x)(xi − xj + y − x) > 0, for |x|, |y| < √ε.

Hence,

|Gx(xi − xj − y − x)−Gx(xi − xj + y − x)| ≤ 1

2
|2y| < √ε.

Putting the above estimate into Iε1 gives821

Iε1 = 2
∑

j∈Ni1,k∈Ni2
pjpk

∫ √ε
0

ρε(y)Gεx(−y)822

×
(∫ √ε
−√ε

∣∣∣Gx(xi − xj − y − x)−Gx(xi − xj + y − x)
∣∣∣ρε(x)dx

)
dy823

≤
∑

j∈Ni1,k∈Ni2
|pjpk| ·

√
ε→ 0 as ε→ 0.(102)824

825

For Iε2, changing variable gives826

Iε2 = 3
∑

j∈Ni1,k∈Ni2
pjpk

∫ ∞
√
ε

ρε(y)dy827

= 3
∑

j∈Ni1,k∈Ni2
pjpk

∫ ∞
1√
ε

ρ(y)dy → 0 as ε→ 0.(103)828

829

Combining (101), (102), and (103), we have830

lim
ε→0
|(ρε ∗ F ε2 )(xi)| = 0.(104)831

832

This manuscript is for review purposes only.



30 YU GAO, LEI LI AND JIAN-GUO LIU

For F ε3 in (99), using Lemma 2.5 we can obtain833

lim
ε→0

(ρε ∗ F ε3 )(xi) = lim
ε→0

∫
R
ρε(xi − y)

( ∑
k∈Ni2

pk

∫
R
G(y − xk − x)ρε(x)dx

)2

dy834

=

( ∑
k∈Ni2

pk

)2

lim
ε→0

∫
R
ρε(y)

(∫
R
G(y − x)ρε(x)dx

)2

dy835

=

( ∑
k∈Ni2

pk

)2

lim
ε→0

[
(Gεx)2 ∗ ρε

]
(0)836

=
1

12

( ∑
k∈Ni2

pk

)2

,(105)837

838

where we used xi = xk for k ∈ Ni2 in the second step. Finally, combining (100), (104)839

and (105) gives840

lim
ε→0

[ρε ∗ (uN,εx )2](xi) =
1

12

( ∑
k∈Ni2

pk

)2

+

 ∑
j∈Ni1

pjGx(xi − xj)

2

.(106)841

842

Combining (98) and (106) gives (41).843

Proof of Proposition 3.5. Let

4

∫ ∞
−∞

ρε(x)
[
f ε1(x)f ε2(x)− f ε1(s+ x)f ε2(s+ x)

]
dx =: Iε1 − Iε2,

where

Iε1 := 4

∫ ∞
−∞

ρε(x)f ε1(x)f ε2(x)dx and Iε2 := 4

∫ ∞
−∞

ρε(x)f ε1(s+ x)f ε2(s+ x)dx.

For Iε1, by changing of variables, we have844

Iε1 =

∫ ∞
−∞

ρ(x)

(∫ x

−∞
ρ(y)eε(y−x)dy

)(∫ ∞
x

ρ(y)eε(x−y)dy

)
dx.845

846

Set

F (x) :=

∫ x

−∞
ρ(y)dy.

By Lebesgue Dominated convergence Theorem, we have847

lim
ε→0

Iε1 =

∫ ∞
−∞

ρ(x)

(∫ x

−∞
ρ(y)dy

)(∫ ∞
x

ρ(y)dy

)
dx848

=

∫ ∞
−∞

F ′(x)F (x)(1− F (x))dx =
1

6
.(107)849

850

Similarly, for Iε2 we have851

Iε2 =

∫ ∞
−∞

ρ(x)

(∫ x+ s
ε

−∞
ρ(y)eε(y−x)−sdy

)(∫ ∞
x+ s

ε

ρ(y)eε(x−y)+sdy

)
dx.852

853
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When δ > 0 and s ∈ [δ,+∞), we have
δ

ε
≤ s

ε
. Hence,854

0 < Iε2 ≤
∫ ∞
−∞

ρ(x)

(∫ ∞
−∞

ρ(y)dy

)(∫ ∞
x+ s

ε

ρ(y)dy

)
dx855

≤
∫ ∞
−∞

ρ(x)

(∫ ∞
x+ δ

ε

ρ(y)dy

)
dx.856

857

Therefore, the following convergence holds uniformly for s ∈ [δ,+∞):858

lim
ε→0

Iε2 = 0.(108)859
860

Combining (107) and (108) gives (71).861
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