
 

Eigenvalues Eigenvectors

This is a core concept in linear algebra
It's the tool used to study among other things

Difference equations aMarkov chains
Differential equations or Stochasticprocesses

We will focus on difference equations differential
equations as applications and we'll also need it

to understand the SVD

It also may be themost subtle setof ideas in the
whole class so pay attention

Unlike orthogonality I can motivate eigenvalues

with an example right off the bat

Running Example

In a population of rabbits
Ya survive their 1stgear

demo

12 survive their 2nd gear
Max lifespan is 3 years
I year old rabbits have an averageof 13 babies
2 year old rabbits have an averageof 12 babies



ge
This year there are 16 babies 6 I year olds
and I 2 year old

Problem Describe the long term behavior of
this system

Let's give names to the state of the system
in year k

Xie A babies in year k
y l year olds in gear k
Zk 2 year olds in year k

k ti
The rules say
State Xxi 139kt 127k initial Xo 16
change yur Xx state g 6

Ziti Ya Z I

As a matrix equation

Yet Ava A r

What happens in 100 years
Yoo Avg A Avg A'or



Def A difference equation is a matrix equation
of the form

Vice Ava with no fixed
where

reek is the state of the system
at tomek
Ve IR is the initial state
A is an non square matrix called the
state change matrix

So in a difference equation the state at time it
is related to the state at time k by a matrix
multiplication

Solving a difference equation means computing

describing Ak r for large values of k

NB Difference equations are a very common

application Google's PageRank is a difference
equation But not in an obvious way



NB Multiplying A v requires n multiplications
and n t additions for each coordinate so not
flops If nel 0,000 and lx 1,000 this B
100 gigaflops Plus we get no qualitative
understanding of ve for k os We need
to be more clever

Observation If v 3341 instead then

v Av 7 8 2r

So VEAL ALA A Zuo LAW L'Ve

VEAL A AZ ACN SAV 23h

Va AkVo 2kV

If Av Xv for a scalar X then

AkreTkr for all k

this is easy to compute And to describe

Next time What if Art scalar v Diagonalization
leg No 116,6 1 above



Def An eigenvector of a square matrix A
is a nonzero rector v such that

Ar Ar for a scalar A
The scalar I is the associated eigenvalue

We also say r is a X eigenvector

off eigenvector song off

If r is an eigenvector of A with eigenvalueX
then Aku tr is easy to compute

41 1 1 21
S 32 4,8 is an eigenvector with
eigenvalue 2

This means if you start with 32 babies

4 I year rabbits and I 2 year rabbit

then the population exactly doubles
each year



Geometrically an eigenvector of A is a nonzero

rector r such that

Ar lies on the line three the origin and r

Eg A I 9 A g Y flip over y axis

Where are the eigenvectors

or 8 us An 8 e r
Ard r are on

the same line

The nonzero vectors on the
A

x axis are eigenvectors with
eigenvalue 1

r g Are g I v Ard r are on

the same line
The nonzero vectors on the

V Ar
g axis are eigenvectors with
eigenvalue 1

Av u are on

r y with x y 40 different lines
us Ave Yy is not a Ar or

multiple of u
So we've found all eigenvectors
eigenvalues demo



Eg A ai A1 Y a shear

Where are the eigenvectors Av v are on

the same line
or 8 us An E v

The nonzero vectors on the r Ar
x axis are eigenvectors with
eigenvalue 1

ra y with x y 0 Av r are on

different lines
Ar Y

This is not a multiple of v v Ar

because 1 3 It
demo

Eg A 9 6 ACT I Ccw rotationby 90

There are no Great eigenvectors
oh

vr Ar are never on the

same line unless v0

demo



Eigenspaces
Given an eigenvalue X how do you compute the
X eigenvectors

Ar ar e Ar Ar 0

Ar X Inv O

A X In v 0

v eNal IA XI

Def Let X be an eigenvalue of an non matrix A
The X eigenspace of A is

Nal IA Ia VER Ar Ar

fall X eigenvectors and 0

Eg A 7 2

A 213 I E it

NalCA 21s Span E
This line is the 2 eigenspace
all 2 eigenvectors are multiples of demo



Eg A I 9 7 1

A HI 41
LF Nalla HI Span i El

This plane is the l l eigenspace
All I 1 eigenvectors are linear
combinations of E demo

NB If D is an eigenvalue then there are

infinitely many a eigenvectors the X
eigenspace is a nonzero subspace
This means A XI has a free variable

Eg A k
78 9 7 0 A XI A

span l'd4 5 6

This line is the O eigenspace



NB O is a legal eigenvalue
not an eigenvector and

O ergenspace Nal A O In Nulft
x EIR Ax Ox

The O eigenspace is the null space

So if O is an eigenvalue of A then
Nal A 903 so A is not invertible not For

A is invertible O is not an
eigenvalue

Eg Let V be a subspace of IR Pr the
projection matrix What are the eigenvectors
eigenvalues

Pub I b E b bu bev
V is the I eigenspace

Pub O Ob belt
t is the O eigenspace demo



The Characteristic Polynomial
Given an eigenvalue A of A we know how to find
all X eigenvectors NalCA AI

How do we find the eigenvalues of A

Eg A I 99 at

A It IT 9 it
This has full column rank NulCA 113 03
This means 1 is not an eigenvalue of A

Indeed X is an eigenvalue of A
Are Xu has a nonzero solution v

A In v 0 has a nonzero solution

NALA XIN 903

A XIN is not invertible

detLA DI 0

This is an equation in X whose solutions are

the eigenvalues



Eg Find all eigenvalues of A

detLA XIs det I

III xdett Edt I 1 to

X 4 13 6 X EX

Weneed to find the zeros roots of a cubic

polynomial

p 7 y't EX 3 0

Ask a computer

EXE x 2 Att At 3
So the eigenvalues are 2 I 32

Def The characteristic polynomial of an non

matrix A is p 7 det A X In

X is an eigenvalue of A p x 0


