Please read all instructions carefully before beginning.

- Each problem is worth 10 points. The maximum score on this exam is 100 points.
- You have 170 minutes to complete this exam.
- You may not use any calculators or aids of any kind (notes, text, etc.).
- Please show your work. A correct answer without appropriate work will receive little or no credit.
- You may cite any theorem proved in class or in the sections we covered in the text.
- Check your answers if you have time left! Most linear algebra computations can be easily verified for correctness.
- Good luck!

Please read and sign the following statement.

I, the undersigned, hereby affirm that I will not share the contents of this exam with anyone. Furthermore, I have not received inappropriate assistance in the midst of nor prior to taking this exam.
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Problem 1.

True or false. Circle \( T \) if the statement is always true. Otherwise, circle \( F \). You do not need to justify your answer, and there is no partial credit. In each case, assume that the entries of all matrices and all vectors are real numbers.

a) \( T \quad F \) If \( A \) is an \( n \times n \) matrix and \( \text{rank}(A) = 1 \), then every column vector of \( A \) lies on the same line through the origin in \( \mathbb{R}^n \).

b) \( T \quad F \) The transformation \( T : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) given below is linear.
\[
T \begin{pmatrix} x \\ y \\ z \end{pmatrix} = \begin{pmatrix} x - y \\ x + y \\ z + 1 \end{pmatrix}.
\]

c) \( T \quad F \) If \( A = \begin{pmatrix} 2 & 5 \\ 0 & 3 \end{pmatrix} \) and \( B = \begin{pmatrix} 4 & 10 \\ 0 & 6 \end{pmatrix} \), then \( A \) and \( B \) are similar.

d) \( T \quad F \) If \( A \) is a \( 3 \times 3 \) matrix with three orthogonal eigenvectors, then \( A \) is diagonalizable.

e) \( T \quad F \) If \( W = \text{Span}\{v_1, v_2\} \), then \[
\text{proj}_W(x) = \frac{x \cdot v_1}{v_1 \cdot v_1} v_1 + \frac{x \cdot v_2}{v_2 \cdot v_2} v_2.
\]

Solution.

a) True: Since \( \text{rank}(A) = 1 \), all \( n \) columns together span only some line \( \ell \) through the origin, so they all lie on that line \( \ell \).

b) False: \( T(0, 0, 0) = (0, 0, 1) \), so \( T \) is not linear.

c) False: \( A \) has eigenvalues 2 and 3 and \( B \) has eigenvalues 4 and 6. Since their eigenvalues are different, they cannot be similar.

d) True: The eigenvectors are nonzero and orthogonal, hence automatically linearly independent. Therefore, the eigenvectors span \( \mathbb{R}^3 \), so \( A \) is diagonalizable.

e) False: The formula is only guaranteed to work if \( v_1 \) and \( v_2 \) are orthogonal.
Problem 2.

Short answer questions: you need not explain your answers, but show any computations in part (d). In each case, assume that the entries of all matrices are real numbers.

a) Give an example of a $3 \times 3$ matrix whose eigenspace corresponding to the eigenvalue $\lambda = 4$ is a two-dimensional plane.

$$ A = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 4 & 0 \\ 0 & 0 & 4 \end{pmatrix}.$$

b) Let $A = \begin{pmatrix} a & 15 & 7 \\ 0 & 3 & 5 \\ 0 & 0 & \frac{1}{6} \end{pmatrix}.$

$A$ is not invertible when $a = \underline{\underline{\underline{\underline{\underline{\underline{\underline{\underline{\underline{\underline{0}}}}} }}}}}$.

In this case, $A$ is / is not diagonalizable (circle one.)

c) Suppose $A$ is a $3 \times 3$ matrix. Which of the following are possible?
(Circle all that apply.)

(1) All of its eigenvalues are real, and the matrix is not diagonalizable.

(2) Its eigenspace corresponding to the eigenvalue $\lambda = -5$ is a plane, and the algebraic multiplicity of $-5$ as an eigenvalue is 1.

(3) Every nonzero vector in $\mathbb{R}^3$ is an eigenvector of $A$.

d) Find the area of the triangle with vertices $(-3, 1), (0, 2), (-1, -2)$.

Solution.

a) $\begin{pmatrix} 1 & 0 & 0 \\ 0 & 4 & 0 \\ 0 & 0 & 4 \end{pmatrix}$.

b) The determinant of $A$ is $a \cdot 3 \cdot \frac{1}{6} = \frac{a}{2}$, which is zero when $a = 0$. In this case, $A$ is diagonalizable, as it has three distinct eigenvalues $0, 3, \frac{1}{6}$.

c) (1) is possible, for example $A = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}$.

(2) is impossible since geometric multiplicity cannot be greater than algebraic multiplicity.

(3) is possible, for example when $A$ is the $3 \times 3$ identify matrix.

d) The vector from $(-3, 1)$ to $(0, 2)$ is $\begin{pmatrix} 3 \\ 1 \end{pmatrix}$. The vector from $(-3, 1)$ to $(-1, -2)$ is $\begin{pmatrix} 2 \\ -3 \end{pmatrix}$.

The area of the triangle is half the area of the associated parallelogram formed using $\begin{pmatrix} 3 \\ 1 \end{pmatrix}$ and $\begin{pmatrix} 2 \\ -3 \end{pmatrix}$.

$$ \text{Area} = \frac{1}{2} \left| \det \begin{pmatrix} 3 & 2 \\ 1 & -3 \end{pmatrix} \right| = \frac{1}{2} \left| -9 - 2 \right| = \frac{11}{2}. $$
We could have used the transpose of the matrix above, or reversed the order of the vectors, etc. For example,

\[
\text{Area} = \frac{1}{2} \det \begin{pmatrix} 3 & 1 \\ 2 & -3 \end{pmatrix} = \frac{1}{2} | -11 | = \frac{11}{2}.
\]
Problem 3.

Short answer questions: you need not explain your answers. In each case, assume that the entries of all matrices and vectors are real numbers.

a) Which of the following are subspaces of \( \mathbb{R}^3 \)? Circle all that apply.

1. \( \text{Nul}(A) \), where 
   \[
   A = \begin{pmatrix}
   1 & 0 & 2 \\
   -1 & 2 & 0 \\
   0 & 3 & 3 \\
   3 & 1 & 4
   \end{pmatrix}.
   \]

2. The set of solutions to \( T(v) = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} \), where 
   \[
   T \begin{pmatrix} x \\ y \\ z \end{pmatrix} = \begin{pmatrix} z \\ y \\ x \end{pmatrix}.
   \]

3. The eigenspace corresponding to \( \lambda = 1 \), for any \( 3 \times 3 \) matrix \( B \) that has 1 as an eigenvalue.

b) Let \( T: \mathbb{R}^4 \to \mathbb{R}^3 \) be a linear transformation with standard matrix \( A \), so \( T(v) = Av \). Which of the following are possible? Circle all that apply.

1. The equation \( Ax = 0 \) has only the trivial solution.

2. \( \text{rank}(A) = \dim(\text{Nul } A) \).

3. The equation \( Ax = b \) is consistent for each \( b \) in \( \mathbb{R}^3 \).

c) Suppose \( \begin{vmatrix} a & b & c \\ d & e & f \\ g & h & i \end{vmatrix} = -2 \). Find \( \det(3A) \) if 
   \[
   A = \begin{pmatrix}
   -4a + d & -4b + e & -4c + f \\
   a & b & c \\
   g & h & i
   \end{pmatrix}.
   \]

d) Let \( v, w \) in \( \mathbb{R}^6 \) be orthogonal vectors with \( ||v|| = 2 \) and \( ||w|| = 3 \). Let 
   \[
   x = 3v - w \quad y = v + w.
   \]
   Find the dot product \( x \cdot y \).
Solution.

a) (1) is a subspace, since $A$ is a $4 \times 3$ matrix and thus $\text{Nul}(A)$ is a subspace of $\mathbb{R}^3$.  
(3) is also a subspace, as it is $\text{Nul}(B - I)$.
However, (2) does not contain the zero vector and therefore is not a subspace.

b) (1) is not possible: $A$ has 4 columns but at most 3 pivots, so the homogeneous equation will have a free variable and thus infinitely many solutions.

(2) is possible: $\text{rank}(A) + \text{dim}(\text{Nul } A) = 4$, and by taking $A = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}$ we see an example where $\text{rank}(A) = \text{dim}(\text{Nul } A) = 2$.

(3) is possible: if we take $A = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}$, then the columns of $A$ span $\mathbb{R}^3$.

c) To get $A$, we start with the given matrix, subtract four times the first row from the second (which doesn't change the determinant), then swap the first two rows (multiplies determinant by $-1$), so $\det(A) = -2(-1) = 2$.

$$\det(3A) = 3^3(2) = 54.$$ 

d) $(3v - w) \cdot (v + w) = 3v \cdot v + 3v \cdot w - w \cdot v - w \cdot w = 3(2^2) + 0 - 0 - 9 = 3.$
Problem 4.

a) Let $T : \mathbb{R}^2 \to \mathbb{R}^2$ be the rotation counterclockwise by 90 degrees. Find the standard matrix $A$ for $T$ (in other words, $T(v) = Av$).

b) Let $U : \mathbb{R}^3 \to \mathbb{R}^2$ be the linear transformation given by

$$U \begin{pmatrix} x \\ y \\ z \end{pmatrix} = \begin{pmatrix} z-x \\ x+y+z \end{pmatrix}.$$ 

Find the standard matrix $B$ for $U$.

c) Compute $(T \circ U) \begin{pmatrix} 2 \\ 0 \\ 1 \end{pmatrix}$.

Solution.

a) $A = \begin{pmatrix} \cos(90^\circ) & -\sin(90^\circ) \\ \sin(90^\circ) & \cos(90^\circ) \end{pmatrix} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$.

b) $B = \begin{pmatrix} U(e_1) & U(e_2) & U(e_3) \end{pmatrix} = \begin{pmatrix} -1 & 0 & 1 \\ 1 & 1 & 1 \end{pmatrix}$.

c) $(T \circ U) \begin{pmatrix} 2 \\ 0 \\ 1 \end{pmatrix} = AB \begin{pmatrix} 2 \\ 0 \\ 1 \end{pmatrix} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} -1 & 0 & 1 \\ 1 & 1 & 1 \end{pmatrix} \begin{pmatrix} 2 \\ 0 \\ 1 \end{pmatrix} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} -1 \\ 3 \end{pmatrix} = \begin{pmatrix} -3 \end{pmatrix}$. 
Problem 5.

Consider the subspace \( V \) of \( \mathbb{R}^4 \) given by
\[
V = \left\{ \begin{pmatrix} x \\ y \\ z \\ w \end{pmatrix} \mid x - 8y + 2z = 0 \text{ and } -\frac{z}{2} + w = 0 \right\}.
\]

a) Find a basis for \( V \).

b) Find a basis for \( V^\perp \).

c) Is there a matrix \( A \) so that \( \text{Col}(A) = V \)? If so, find such an \( A \). If not, justify why no such \( A \) exists.

Solution.

a) \( V \) is the set of solutions to the following augmented system:
\[
\begin{pmatrix} 1 & -8 & 2 & 0 \\ 0 & 0 & -1/2 & 1 \end{pmatrix} \begin{pmatrix} R_1 = R_1 + 4R_2 \\ R_2 = -2R_2 \end{pmatrix} \begin{pmatrix} 1 & -8 & 0 & 4 \\ 0 & 0 & 1 & -2 \end{pmatrix}.
\]

Therefore, \( x = 8y - 4w \), \( y = y \), \( z = 2w \), and \( w = w \).
\[
\begin{pmatrix} x \\ y \\ z \\ w \end{pmatrix} = \begin{pmatrix} 8y - 4w \\ y \\ 2w \\ w \end{pmatrix} = y \begin{pmatrix} 8 \\ 1 \\ 0 \\ 0 \end{pmatrix} + w \begin{pmatrix} -4 \\ 0 \\ 2 \\ 1 \end{pmatrix}, \text{ so } \mathcal{B} = \left\{ \begin{pmatrix} 8 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} -4 \\ 0 \\ 2 \\ 1 \end{pmatrix} \right\}.
\]

b) If we put the basis vectors as columns of a matrix \( B \), then \( V^\perp = \text{Nul}(B^T) \).
\[
\begin{pmatrix} 8 & 1 & 0 & 0 \\ -4 & 2 & 1 & 0 \end{pmatrix} \begin{pmatrix} R_1 \rightarrow -R_2 \\ R_2 \rightarrow -2R_2 \end{pmatrix} \begin{pmatrix} -4 & 0 & 2 & 1 \\ 8 & 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} R_2 = R_2 + 2R_1 \\ R_1 = -\frac{R_1}{4} \end{pmatrix} \begin{pmatrix} 1 & 0 & -1/2 & -1/4 \\ 0 & 1 & 4 & 2 \end{pmatrix}.
\]

So \( x = \frac{z}{2} + \frac{w}{4}, y = -4z - 2w, z = z, w = w \).
\[
\begin{pmatrix} x \\ y \\ z \\ w \end{pmatrix} = \begin{pmatrix} \frac{z}{2} + \frac{w}{4} \\ -4z - 2w \\ z \\ w \end{pmatrix} = z \begin{pmatrix} -4 \\ 1 \\ 0 \\ 0 \end{pmatrix} + w \begin{pmatrix} -2 \\ 0 \\ 1 \\ 0 \end{pmatrix}, \text{ so } \mathcal{C} = \left\{ \begin{pmatrix} -4 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} -2 \\ 0 \\ 1 \\ 1 \end{pmatrix} \right\}.
Alternatively, $V$ is the set of all vectors orthogonal to both $\begin{pmatrix} 1 \\ -8 \\ 2 \\ 0 \end{pmatrix}$ and $\begin{pmatrix} 0 \\ 0 \\ -1/2 \\ 1 \end{pmatrix}$.

This means $V^\perp$ is spanned by the (linearly independent) vectors $\begin{pmatrix} 1 \\ -8 \\ 2 \\ 0 \end{pmatrix}$ and $\begin{pmatrix} 0 \\ 0 \\ -1/2 \\ 1 \end{pmatrix}$, hence $C = \left\{ \begin{pmatrix} 1 \\ -8 \\ 2 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ -1/2 \\ 1 \end{pmatrix} \right\}$ is a basis of $V^\perp$.

c) Yes. Just take $A$ to be the matrix whose columns are the basis vectors for $V$,

\[
A = \begin{pmatrix} 8 & -4 \\ 1 & 0 \\ 0 & 2 \\ 0 & 1 \end{pmatrix}.
\]

Many answers are possible, for example, the $A$ matrices below satisfy $\text{Col}(A) = V$.

\[
A = \begin{pmatrix} 8 & -4 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 2 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}
\]

\[
A = \begin{pmatrix} 8 & -4 & 4 \\ 1 & 0 & 1 \\ 0 & 2 & 2 \\ 0 & 1 & 1 \end{pmatrix} \text{ (the third column is the sum of the first two)}.
\]
Problem 6.
Consider the matrix
\[ A = \begin{pmatrix} 1 & 1 & 1 \\ 0 & -1 & 1 \\ 0 & 0 & 1 \end{pmatrix} \]

(a) Find the eigenvalues of \( A \).

(b) Find the eigenspace for each eigenvalue of \( A \).

(c) Is \( A \) diagonalizable? If your answer is yes, find an invertible \( P \) and a diagonal matrix \( D \) so that \( A = PDP^{-1} \). If your answer is no, explain why \( A \) is not diagonalizable.

Solution.

(a) \( A \) is upper triangular, so the eigenvalues are on the diagonal \( 1, 1, -1 \).

(b) For \( \lambda_1 = 1 \), we find the null space of \( A - I_3 \) is Span \( \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \).

For \( \lambda_2 = -1 \), we find the null space of \( A + I_3 \) is Span \( \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \).

(c) \( A \) is not diagonalizable since \( A \) does not have three linearly independent eigenvectors: it only has two.
Problem 7.

Let \( A = \begin{pmatrix} -2 & 5 \\ -2 & 4 \end{pmatrix} \).

a) Find the (complex) eigenvalues of \( A \). For full credit, you must write your answers in the spaces below.

The eigenvalue with positive imaginary part is \( \lambda_1 = \boxed{\phantom{-}0} \).

The eigenvalue with negative imaginary part is \( \lambda_2 = \boxed{-0} \).

b) For each of the eigenvalues of \( A \), find an eigenvector.
For full credit, you must write your answers in the spaces below.

Solution.

a) The characteristic polynomial is
\[
\det \begin{pmatrix} -2 - \lambda & 5 \\ -2 & 4 - \lambda \end{pmatrix} = -8 + 2\lambda - 4\lambda + \lambda^2 + 10 = \lambda^2 - 2\lambda + 2.
\]
The characteristic polynomial is \( \lambda^2 - \text{Tr}(A)\lambda + \det(A) = \lambda^2 - 2\lambda + 2 \)
\[
\lambda^2 - 2\lambda + 2 = 0 \iff \lambda = \frac{2 \pm \sqrt{-4}}{2} = 1 \pm i,
\]
so the eigenvalues are \( \lambda_1 = 1 + i \) and \( \lambda_2 = 1 - i \).

b) Fix the eigenvalue \( \lambda_1 = 1 + i \).

\[
A - (1 + i)I = \begin{pmatrix} -3 - i & 5 \\ * & * \end{pmatrix},
\]
so an eigenvector for \( \lambda_1 \) is \( \boxed{v_1 = \begin{pmatrix} 5 \\ 3 + i \end{pmatrix}} \).

Thus, an eigenvector for \( \lambda_2 = 1 - i \) is \( \boxed{v_2 = v_1 = \begin{pmatrix} 5 \\ 3 - i \end{pmatrix}} \).

Alternative method for eigenvectors:

\[
(A - (1 + i)I \mid 0)
\]
row-reduces to
\[
\begin{pmatrix} 1 & -\frac{3}{2} + \frac{i}{2} & 0 \\ 0 & 0 & 0 \end{pmatrix},
\]
so another possible eigenvector for \( \lambda_1 = 1 + i \) is \( \boxed{v_1 = \begin{pmatrix} 3 - i \\ 1 \end{pmatrix}} \), or \( \boxed{v_1 = \begin{pmatrix} 3 - i \\ 2 \end{pmatrix}} \).

Similarly, if the student row-reduces \( (A - (1 - i)I \mid 0) \) then they will get
\[
\begin{pmatrix} 1 & -\frac{3}{2} - \frac{i}{2} & 0 \\ 0 & 0 & 0 \end{pmatrix},
\]
so another possible eigenvector for \( \lambda_1 = 1 - i \) is \( \boxed{v_2 = \begin{pmatrix} 3 + i \\ 1 \end{pmatrix}} \), or \( \boxed{v_2 = \begin{pmatrix} 3 + i \\ 2 \end{pmatrix}} \).
Problem 8.

A matrix \( A \) and its reduced row echelon form are given below.

\[
A = \begin{pmatrix}
1 & -2 & -2 & -1 \\
2 & -4 & 1 & 3 \\
1 & -2 & 0 & 1
\end{pmatrix}
\quad \xrightarrow{\text{rref}}
\begin{pmatrix}
1 & -2 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

a) Find an orthogonal basis for \( \text{Nul}(A) \).

b) Find an orthogonal basis for \( \text{Col}(A) \).

c) Find the vector in \( \text{Col}(A) \) that is closest to \( \begin{pmatrix} 30 \\ 0 \\ 0 \end{pmatrix} \).

Solution.

a) The RREF of \( A \) gives equations \( x_1 - 2x_2 + x_4 = 0 \) and \( x_3 = -x_4 \).

\[
x_1 = 2x_2 - x_4, \quad x_2 = x_2 \text{ (free)}, \quad x_3 = -x_4, \quad x_4 = x_4 \text{ (free)}.
\]

A basis is \( \left\{ \begin{pmatrix} 2 \\ 1 \\ 0 \\ 0 \\ 0 \\ -1 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \\ 0 \\ 1 \end{pmatrix} \right\} \).

We use Gram-Schmidt. A basis is \( \{ u_1, u_2 \} \), where

\[
\begin{aligned}
u_1 &= \begin{pmatrix} 2 \\ 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \\
u_2 &= \frac{v_2}{v_1 \cdot u_1} u_1 = \begin{pmatrix} -1 \\ 0 \\ -1 \\ 1 \\ 1 \end{pmatrix} - \frac{-2 + 0 + 0}{4 + 1} \begin{pmatrix} 2 \\ 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} = \begin{pmatrix} -1 \\ 0 \\ -1 \\ 0 \end{pmatrix} + \frac{2}{5} \begin{pmatrix} 2 \\ 1 \\ 0 \\ 0 \end{pmatrix} = \begin{pmatrix} -1/5 \\ 2/5 \\ 0 \\ 0 \end{pmatrix}.
\end{aligned}
\]

b) A basis is given by the pivot columns, which are \( \begin{pmatrix} 1 \\ 2 \\ 1 \\ 1 \end{pmatrix} \) and \( \begin{pmatrix} -2 \\ 1 \\ 0 \\ 0 \end{pmatrix} \). These two vectors are orthogonal already! An orthogonal basis for \( \text{Col}(A) \) is \( \left\{ \begin{pmatrix} 1 \\ 2 \\ 1 \\ 1 \end{pmatrix}, \begin{pmatrix} -2 \\ 1 \\ 0 \\ 0 \end{pmatrix} \right\} \).

c) For \( x = \begin{pmatrix} 30 \\ 0 \\ 0 \end{pmatrix} \), we find

\[
\text{Proj}_{\text{Col}(A)} x = \frac{y \cdot u_1}{u_1 \cdot u_1} u_1 + \frac{y \cdot u_2}{u_2 \cdot u_2} u_2 = \frac{30 \cdot 1}{1 + 4 + 1} \begin{pmatrix} 1 \\ 2 \\ 1 \\ 1 \end{pmatrix} - \frac{30 \cdot 2}{4 + 1} \begin{pmatrix} -2 \\ 1 \\ 0 \\ 0 \end{pmatrix}
\]

\[
= \begin{pmatrix} 5 \\ 10 \\ 5 \end{pmatrix} - \begin{pmatrix} -24 \\ 12 \\ 0 \end{pmatrix} = \begin{pmatrix} 29 \\ -2 \\ -5 \end{pmatrix}.
\]
Problem 9.

Let $W$ be the line $y = -3x$ in $\mathbb{R}^2$, and let $T : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ be the linear transformation corresponding to orthogonal projection onto $W$.

a) Find the standard matrix $A$ for $T$.

b) Draw $W^\perp$ below. Be precise! Note $W^\perp$ goes through $(0, 0)$, $(3, 1)$, and $(-3, -1)$.

c) Let $z = \left(\begin{array}{c} -2 \\ -1 \end{array}\right)$. Find vectors $z_W$ in $W$ and $z_{W^\perp}$ in $W^\perp$ so that $z = z_W + z_{W^\perp}$.

Solution.

a) Note $W$ is the span of $u = \left(\begin{array}{c} 1 \\ -3 \end{array}\right)$.

$$\text{proj}_W(e_1) = \frac{e_1 \cdot u}{u \cdot u} u = \frac{1}{1 + 9} \left(\begin{array}{c} 1 \\ -3 \end{array}\right) = \left(\begin{array}{c} 1/10 \\ -3/10 \end{array}\right).$$

$$\text{proj}_W(e_2) = \frac{e_2 \cdot u}{u \cdot u} u = \frac{-3}{10} \left(\begin{array}{c} 1 \\ -3 \end{array}\right) = \left(\begin{array}{c} -3/10 \\ 9/10 \end{array}\right).$$

$$A = \left(\begin{array}{cc} 1/10 & -3/10 \\ -3/10 & 9/10 \end{array}\right).$$

b) $\left(\begin{array}{c} 3 \\ 1 \end{array}\right)$ is orthogonal to $\left(\begin{array}{c} 1 \\ -3 \end{array}\right)$, so $W^\perp$ is the line $y = \frac{x}{3}$. Alternatively: the line perpendicular to $y = -3x$ has slope the negative reciprocal of $-3$, so $y = -\left(\begin{array}{c} 1 \\ -3 \end{array}\right)x = \frac{x}{3}$.

c) $z_W = \text{proj}_W(z) = \left(\begin{array}{cc} 1/10 & -3/10 \\ -3/10 & 9/10 \end{array}\right) \left(\begin{array}{c} -2 \\ -1 \end{array}\right) = \left(\begin{array}{c} 1/10 \\ -3/10 \end{array}\right)$, so

$$z_{W^\perp} = z - z_W = \left(\begin{array}{c} -2 \\ -1 \end{array}\right) - \left(\begin{array}{c} 1/10 \\ -3/10 \end{array}\right) = \left(\begin{array}{c} -21/10 \\ -7/10 \end{array}\right).$$
Problem 10.

Find the least-squares line \( y = Mx + B \) that approximates the data points

\((-2, -11), \ (0, -2), \ (4, 2)\).

Solution.

If there were a line through the three data points, we would have:

\[
\begin{align*}
(x = -2) & \quad B + M(-2) = -11 \\
(x = 0) & \quad B + M(0) = -2 \\
(x = 4) & \quad B + M(4) = 2.
\end{align*}
\]

This is the matrix equation

\[
\begin{pmatrix}
1 & -2 \\
1 & 0 \\
1 & 4
\end{pmatrix}
\begin{pmatrix}
B \\
M
\end{pmatrix} =
\begin{pmatrix}
-11 \\
-2 \\
2
\end{pmatrix}.
\]

Thus, we are solving the least-squares problem to \( Av = b \), where

\[
A =
\begin{pmatrix}
1 & -2 \\
1 & 0 \\
1 & 4
\end{pmatrix} \quad b =
\begin{pmatrix}
-11 \\
-2 \\
2
\end{pmatrix}.
\]

We solve \( A^T A \tilde{x} = A^T b \), where \( \tilde{x} =
\begin{pmatrix}
B \\
M
\end{pmatrix} \).

\[
A^T A =
\begin{pmatrix}
1 & 1 & 1 \\
1 & 0 & 4 \\
1 & 4 & 1
\end{pmatrix}
\begin{pmatrix}
1 & -2 \\
1 & 0 \\
1 & 4
\end{pmatrix} =
\begin{pmatrix}
3 & 2 \\
2 & 20 \\
15 & 2
\end{pmatrix},
\]

\[
A^T b =
\begin{pmatrix}
1 & 1 & 1 \\
1 & 0 & 4 \\
1 & 4 & 1
\end{pmatrix}
\begin{pmatrix}
-11 \\
-2 \\
2
\end{pmatrix} =
\begin{pmatrix}
-11 \\
-11 \\
30
\end{pmatrix}.
\]

\[
\begin{pmatrix}
3 & 2 & -11 \\
2 & 20 & 30 \\
30 & 32 & -11
\end{pmatrix}
\begin{array}{c}
R_1 \leftrightarrow R_2 \\
R_2 = \frac{3R_1}{2} \\
R_1 = R_1/2 \\
R_2 = \frac{R_2 - R_3}{-56} \\
R_1 = R_1 - 10R_2
\end{array}
\begin{pmatrix}
1 & 10 & 15 \\
0 & -28 & -56 \\
0 & 1 & 2
\end{pmatrix}.
\]

So \( \tilde{x} = \begin{pmatrix} -5 \\ 2 \end{pmatrix} \). In other words, \( y = -5 + 2x \), or \( y = 2x - 5 \).
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