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We shall denote by $\mathcal{E}_g$ the Siegel upper-half plane of degree $g$ and by $A(\Gamma_g(l))$ the graded ring of modular forms on $\mathcal{E}_g$ belonging to the principal congruence group $\Gamma_g(l)$ of level $l$. Although modular forms are transcendental functions on $\mathcal{E}_g$, the ring $A(\Gamma_g(l))$ is "algebraic" in the sense that it is of finite type over $\mathbb{C}$. This is a consequence of the theory of compactifications (cf. 1, 4). Furthermore, we can make an approximation of $A(\Gamma_g(l))$ by a ring of carefully chosen theta-constants in such a way that $A(\Gamma_g(l))$ will become the integral closure of the ring of theta-constants within its field of fractions. This is our fundamental lemma in [8]. Using this fact, we shall show that there exists a ring homomorphism

$$\rho: A(\Gamma_g(1)) \rightarrow S,$$

in which $S$ is the graded ring of projective invariants of a binary form of degree $2g + 2$, such that $\rho$ increases the weight or the degree by a $\frac{1}{2}g$ ratio. Actually, we have a ring homomorphism $\rho$ from the subring of $A(\Gamma_g(1))$ consisting of polynomials in the theta-constants (whose characteristics $m$ satisfy $2m \equiv 0 \mod 1$) to the ring $S$, and we can extend $\rho$ to $A(\Gamma_g(1))$ provided that: if $A(\Gamma_g(1))$ contains an element of an odd weight, there exists at least one monomial $\psi$ in the theta-constants defining an element of $A(\Gamma_g(2))$ of an odd weight such that $\psi(\tau) \neq 0$ at some point $\tau$ of $\mathcal{E}_g$ associated with a hyperelliptic curve. It is defined for every odd $g$ and at least for $g = 2, 4$. There are homomorphisms from $A(\Gamma_g(1))$ to other graded rings which are of considerable interest. We shall, however, confine ourselves to the homomorphism $\rho$, which has some immediate applications to the investigation of $A(\Gamma_g(1))$. The homomorphism $\rho$ is bijective for $g = 1$, injective for $g = 2$, and the kernel is a principal ideal generated by a cusp form of weight 18 for $g = 3$. In this way, we can obtain the structure theorem of $A(\Gamma_g(1))$ for $g = 1, 2$. In the case when $g = 2$, we shall calculate the square of the cusp form of weight 35 as a polynomial in the four basic modular forms of even weights. In the case when $g = 3$, we shall show that there are no cusp
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forms of weights less than twelve. This enables us to answer, without using "ungeheure Rechnung," a problem of Witt [21] concerning the numbers of representations of matrices of degree three by the well-known two classes of even quadratic forms of discriminant one in dimension 16. As a consequence, the difference of their analytic class invariants for $g = 4$ will give a remarkable cusp form of weight 8, and it will play a significant role in the theory of modular varieties of genus four.

1. The group of characteristics. Let $l$ denote an even positive integer and $\mathfrak{B}$ an abelian group of type $(l, l, \cdots, l)$. We assume that $\mathfrak{B}$ is put into duality with itself by a multiplicative, non-degenerate, alternating bilinear form

$$\mathfrak{B} \times \mathfrak{B} \ni (u, v) \mapsto e_1(u, v) \in \mu_l,$$

in which $\mu_l$ is the cyclic group of $l$-th roots of unity (in some field of characteristic not dividing $l$). We recall that a multiplicative bilinear form is called alternating if it takes the value 1 along the diagonal. If we denote by $\mathfrak{B}$ the kernel of the duplication $u \mapsto 2u$ of $\mathfrak{B}$ and if we put $b(\frac{1}{2}lu, \frac{1}{2}lv) = e_1(u, \frac{1}{2}lv)$, we get a multiplicative, non-degenerate, alternating bilinear form $(r, s) \mapsto b(r, s)$ defined on $\mathfrak{B}$, and $b(r, s)$ is symmetric and $\mu_2$-valued. Therefore, the rank of $\mathfrak{B}$ is even, say $2g$. Also $b(r, s)$ considered as a 2-cocycle of $\mathfrak{B}$ is the coboundary of a $\mu_2$-valued 1-cochain $c(r)$ of $\mathfrak{B}$, i.e.,

$$c(r)c(s) = b(r, s)c(r + s), \quad c(r) = \pm 1$$

for $r, s$ in $\mathfrak{B}$. We may say that $b(r, s)$ is the multiplicative bilinear form (or bi-character) associated with the multiplicative quadratic form (or character of the second degree) $c(r)$. We shall denote by $T$ the set of all such 1-cochains. Actually, we consider $T$ as the set of indices for the $2g$ cochains and denote them as $c_{a}(r), c_{\beta}(r), \cdots$. If we define $a + t$ for $a$ in $T$ and $t$ in $\mathfrak{B}$ by

$$c_{a+t}(r) = b(t, r)c_{a}(r),$$

the union $\mathfrak{a}$ of $\mathfrak{B}$ and $T$ becomes a vector space over $\mathbb{Z}/2\mathbb{Z}$ of dimension $2g + 1$. We embed $\mathfrak{a}$ into an abelian group $\mathfrak{A}$ containing $\mathfrak{B}$ as a subgroup of index 2 such that $\mathfrak{a}$ becomes the kernel of the duplication of $\mathfrak{A}$. This is possible in one and only one way. We call $\mathfrak{A}$ the group of characteristics of degree $g$ and of level $l$. Also, elements of $\mathfrak{B}$ are called period-characteristics and elements of $\mathfrak{A}$—$\mathfrak{B}$ are called theta-characteristics.

Now, we shall introduce a $\mu_2$-valued function defined on $T$. We first observe that, for $r, t$ in $\mathfrak{B}$ and $a$ in $T$, we have
\[
(\sum_r c_\alpha(r))^2 = 2^{2g} c_\alpha(0) = 2^{2g},
\]
\[
\sum_\alpha c_\alpha(r) = 2^{2g} \quad (r = 0), \quad 0 \quad (\text{otherwise}).
\]

Using the first identity, we put
\[
\sum_r c_\alpha(r) = 2^{2g} e(\alpha),
\]
and we say that \(\alpha\) is even or odd according as \(e(\alpha) = \pm 1\). One sees immediately that the number of even characteristics is \(2^{g-1}(2^g + 1)\) and the number of odd characteristics is \(2^{g-1}(2^g - 1)\). We can express \(c_\alpha(r)\) in terms of \(e(\alpha)\).

In fact, we have
\[
e(\alpha)e(\beta) = \left(\frac{1}{2}\right)^{2g} \sum_{r,t} c_\alpha(r + t) c_\beta(t)
\]
\[
= \left(\frac{1}{2}\right)^{2g} \sum_{r,t} b(t, \alpha + \beta - r) c_\alpha(r)
\]
\[
= c_\alpha(\alpha + \beta).
\]

After these remarks, we shall consider the orthogonal group of \(\mathfrak{B}\) with respect to the bilinear form \(e_1(u, v)\) and denote it simply by \(O(\mathfrak{X})\). An element \(M\) of \(O(\mathfrak{X})\) is, therefore, an automorphism of \(\mathfrak{B}\) with the property \(e_1(M \cdot u, M \cdot v) = e_1(u, v)\) for all \(u, v\) in \(\mathfrak{B}\).

**Theorem 1.** Every \(M\) in \(O(\mathfrak{X})\) can be extended uniquely to an automorphism of \(\mathfrak{X}\) such that \(e(M \cdot \alpha) = e(\alpha)\) for all \(\alpha\) in \(T\). In this way \(\mathfrak{X}\) becomes an \(O(\mathfrak{X})\)-module.

**Proof.** We fix an element \(\delta\) of \(T\). We shall first prove the extendability. For a given \(M\), consider the function \(\chi: \mathfrak{B} \to \mu_2\) defined by
\[
\chi(r) = c_\delta(M^{-1} \cdot r) c_\delta(r).
\]
Then \(\chi\) is a character of \(\mathfrak{B}\) in the sense \(\chi(r + s) = \chi(r)\chi(s)\). Hence there exists a uniquely determined element \(r(M)\) of \(\mathfrak{B}\) satisfying \(\chi(r) = b(r(M), r)\) for every \(r\) in \(\mathfrak{B}\).

Put
\[
M \cdot (\delta + u) = \delta + r(M) + M \cdot u
\]
for all \(u\) in \(\mathfrak{B}\). Then, the so-extended \(M\) gives an automorphism of the group \(\mathfrak{X}\) keeping \(T\) stable. Moreover, we have
\[
e(\delta + r) e(\delta + r) = c_\delta(r(M))
\]
for all \(r\) in \(\mathfrak{B}\). Now, if we have \(c_\delta(r(M)) = 1\), we will get \(e(M \cdot \alpha) = e(\alpha)\) for all \(\alpha\) in \(T\). This contradicts \(\sum e(\alpha) = 2^g\). Therefore, we have \(e(M \cdot \alpha)\)
$e(\alpha)$ for all $\alpha$ in $T$. We shall next prove the uniqueness of the extension. Suppose that $M^*$ is an extension of $M$ and put $M^* \cdot \delta = \delta + r^*(M)$. Then the condition that $e(M^* \cdot \alpha) = e(\alpha)$ for all $\alpha$ in $T$ implies

$$b(r, r^*(M)) c_b(M^{-1} \cdot r) c_b(r) = 1$$

for all $r$ in $\mathfrak{g}$, and hence $r^*(M) = r(M)$. Finally, because of the uniqueness, the process of extension is a homomorphism of $O(\mathfrak{X})$ to the group of automorphisms of $\mathfrak{X}$. Therefore $\mathfrak{X}$ becomes an $O(\mathfrak{X})$-module. This completes the proof.

Once we have this theorem, we can interpret the classical theory of characteristics [cf. 11] as a theory of the $O(\mathfrak{X})$-module $\mathfrak{X}$. Since there is no difficulty in doing this, we shall mention only the following theorem of Frobenius, which can be reduced to the Witt theorem for the metric vector space $\mathfrak{g}$ over $\mathbb{Z}/2\mathbb{Z}$:

**Corollary.** Suppose that we have two sequences of the same number of elements in $T$, say $\alpha_1, \alpha_2, \ldots$ and $\beta_1, \beta_2, \ldots$. Then, there exist an element $M$ of $O(\mathfrak{X})$ with the property $M \cdot \alpha_1 = \beta_1, M \cdot \alpha_2 = \beta_2, \ldots$ if and only if, under the mapping $\alpha_i \mapsto \beta_i$, linearly independent subsequences correspond to each other and the functions

$$e(\alpha), e(\alpha, \beta, \gamma) = e(\alpha) e(\beta) e(\gamma) e(\alpha + \beta + \gamma)$$

take same values at corresponding elements and triples.

We can also decompose $\mathfrak{X}$ into domains of transitivity with respect to $O(\mathfrak{X})$. We recall a terminology introduced by Frobenius. We say that three elements $\alpha, \beta, \gamma$ of $T$ are syzygous or azygous according as $e(\alpha, \beta, \gamma) = \pm 1$. A sequence is called azygous, say, if all triples in the sequence are azygous. There exists an azygous sequence of $2g + 1$ linearly independent elements in $T$, and they form a base, called an azygous base, of $\mathfrak{X}$. The equivalence of azygous bases can be determined by the above corollary.

Now, let $\zeta$ denote a generator of the cyclic group $\mu_1$. A sequence of $2g$ elements $u'_1, \ldots, u'_g, u''_1, \ldots, u''_g$ of $\mathfrak{g}$ is called a canonical base of $\mathfrak{g}$ with respect to $\zeta$ if we have

$$e_1(u'_i, u''_i) = \zeta, e_1(u''_i, u'_i) = \zeta^{-1}$$

and $e_1(\text{other pair}) = 1$ for $i = 1, 2, \ldots, g$. If we map $u'_i, u''_i, \ldots$ to the elements $(1/l)^i(1, 0, 0, \ldots), (1/l)^i(0, 1, 0, \ldots), \ldots$ of $\mathbb{Q}^{2g}$, we get an isomorphism $\mathfrak{g} \cong \mathbb{Q}^{2g}$. If $m, n \mod 1$ are the elements of $(\mathbb{Q}/\mathbb{Z})^{2g}$ which correspond to $u, v$ in $\mathfrak{g}$, we have
We also observe that, if $M$ is an element of $O(\mathfrak{X})$, it transforms a canonical base to a canonical base. Therefore, if we introduce $g \times g$ matrices $a, b, c, d$ with coefficients in $\mathbb{Z}$ as

$$
\begin{pmatrix}
M \cdot u' \\
M \cdot u''
\end{pmatrix} = 
\begin{pmatrix}
au' + bu'' \\
cu' + du''
\end{pmatrix},
$$

in which $u'$ and $u''$ are column vectors determined by the canonical base, the $2g \times 2g$ matrix composed of $a, b, c, d \mod l$ is an element of $Sp(g, \mathbb{Z}/l\mathbb{Z})$. We shall denote this matrix also by $M$. In this way, we get a well-defined correspondence $O(\mathfrak{X}) \rightarrow Sp(g, \mathbb{Z}/l\mathbb{Z})$, and it is an isomorphism of the two groups. We note that, if $m \mod 1$ corresponds to $u$, then $t^M m \mod 1$ corresponds to $M \cdot u$.

On the other hand, if we fix an element $\delta$ of $T$, we get a bijection $\mathfrak{X} \rightarrow \mathfrak{B} \rightarrow (\mathbb{Q}/\mathbb{Z})^{2g}$ by $\delta + u \mapsto u \mapsto m \mod 1$. We shall call $m \mod 1$ the coordinate vector of $\delta + u$ with respect to $\delta$ (and with respect to the canonical base of $\mathfrak{B}$).

**Lemma 1.** A canonical base of $\mathfrak{B}$ determines a unique even characteristic $\delta$ such that, if $m \mod 1$ is the coordinate vector of an element $\alpha$ of $T$ with respect to $\delta$, we have

$$
e(\alpha) = (-1)^{4t'm''n''},$$

for every $\alpha$.

**Proof.** Let $\delta$ denote an even characteristic and $\alpha = \delta + r$ an arbitrary element of $T$. Since $e(\alpha) = e(\alpha)e(\delta) = e(\delta)$ and since $r \rightarrow (-1)^{4t'm''n''}$ defines an element of $T$, there exists a uniquely determined element $n \mod 1$ of $\mathbb{Z}(\mathbb{Q}/\mathbb{Z})^{2g}$ such that we have

$$e(\alpha) = (-1)^{4t'(m'n''-m''n')}.$$

Furthermore, since we have

$$\sum_\alpha e(\alpha) = \sum_n (-1)^{4t'm''n} = 2g,$$

using again the fact that $r \rightarrow (-1)^{4t'm''n''}$ defines an element of $T$, i.e.,

$$4(t'm'' + m'n'' - t'm'n') \equiv 4(t'(m + n)'(m + n)' + t'n'n') \mod 2,$$

we get $2t'n'n'' \equiv 0 \mod 1$. Since the correspondence $\delta \rightarrow n \mod 1$ is a bijection from the set of even characteristics to the set of $n \mod 1$ in $\mathbb{Z}(\mathbb{Q}/\mathbb{Z})^{2g}$ with this
property, there exists one and only one even characteristic $\delta$ which is mapped to 0 mod 1. This completes the proof.

We note that, if we multiply $\frac{1}{2} l$ to the elements of a canonical base of $\mathfrak{B}$, we get a canonical base of $2\mathfrak{B}$. The element $\delta$ in Lemma 1 depends only on this canonical base of $2\mathfrak{B}$. Another remark is that, if $M$ is an element of $O(\mathfrak{X})$ and if $m \mod 1$ is the coordinate vector of an element $\delta + u$ of $\mathfrak{X} - \mathfrak{B}$ with respect to $\delta$, the coordinate vector of $M^{-1} \cdot (\delta + u)$ with respect to the same $\delta$ is given by the following familiar expression

$$\left( \begin{array}{cc} d & -c \\ -b & a \end{array} \right) m + \frac{1}{2} \left( \begin{array}{c} (c^t d)_o \\ (a^t b)_o \end{array} \right) \mod 1.$$

After these preliminaries, we shall proceed to show that every principally polarized abelian variety possesses a group of characteristics of level $l$, which is intrinsically associated with the polarization, provided the characteristic of the universal domain, say $K$, does not divide $l$. Let $J$ denote a principally polarized abelian variety of dimension $g \geq 1$ with $X$ as its polar divisor (in the sense that it is positive and $l(X) = 1$, i.e., its $g$-fold intersection-number equal to $g!$). We shall assume that $X$ is symmetric in the sense that it is invariant under $-id_J$, in which $id_J$ denotes the identity automorphism of $J$. As before, we shall denote by $l$ an even positive integer with the above assumption. Then $\mathfrak{r}J$ is an abelian group of type $(l, l, \cdots, l)$ and of rank $2g$. We introduce $l^{2g}$ functions $\phi_u$ on $J$ indexed by the points $u$ of $\mathfrak{r}J$ as

$$(\phi_u) = l \cdot (X_u - X).$$

Then we introduce the same number of functions $\psi_u$ on $J$ as

$$(\psi_u) = (l \cdot id_J)^{-1} (X_u - X).$$

We observe that $\phi_u$ can be replaced by $a_u \phi_u$ with $a_u$ in $K^*$, the multiplicative group of $K$. At any rate, once $\phi_u$ is chosen, we can normalize the constant factor in $\psi_u$ so that we have $\psi_u(z)^l = \phi_u(lz)$, in which $z$ is a generic point of $J$ over a common field of definition of $J$, $\phi_u$ and $\psi_u$. The definition implies that we have

$$\phi_{u+u}(z) = c(u, v) \cdot \phi_u(z) \cdot \phi_v(z - u)$$

with $c(u, v)$ in $K^*$ for all $u, v$ in $\mathfrak{r}J$. Moreover $(u, v) \rightarrow c(u, v)$ is a 2-cocycle of $\mathfrak{r}J$ with coefficients in $K^*$. Also, we have

$$\psi_v(z + u) = e_1(u, v) \cdot \psi_v(z)$$
with \(e_l(u, v)\) in \(\mu_l\) for all \(u, v\) in \(\mathcal{P}J\). Furthermore \((u, v) \rightarrow e_l(u, v)\) is a multiplicative, non-degenerate bilinear form, depending only on the polarization, such that

\[ e_l(u, v) = c(u, v)/c(v, u). \]

All these are in Weil [17]. We call \(e_l(u, v)\) the canonical bilinear form on \(\mathcal{P}J\).

It is clear, by what we have said, that we can take \(\mathcal{P}J\) with its canonical bilinear form as \(\mathfrak{X}\) and construct a group of characteristics \(\mathfrak{X}\) of degree \(g\) and of level \(l\). We shall show that elements of \(\mathfrak{X} - \mathfrak{P}\) also admit a geometric interpretation.

For a moment, we shall assume that \(l = 2\). Then, the divisor \((\psi_r)\) is symmetric for every \(r\) in \(\mathcal{P}J\), and hence we have

\[ \psi_r(-z) = c_X(r) \cdot \psi_r(z) \]

with \(c_X(r) = \pm 1\) depending only on \(X\) and \(r\). If \(r'\) is a point of \(\mathcal{P}J\) such that \(2r' = r\) and if \(s\) is a point of \(\mathcal{P}J\), using the identity defining \(c(r, s)\), we get

\[ \psi_{r+s}(z) = \text{const.} \psi_r(z) \psi_s(z - r') \]

We replace \(z\) by \(-z + r\) in this identity, and we get

\[ b(r, s) c_X(r + s) = c_X(r) c_X(s). \]

We shall also examine the dependence of \(c_X(r)\) on \(X\). We note that symmetric polar divisors on \(J\) are of the form \(X_t\) with \(t\) in \(\mathcal{P}J\). We shall show that we have

\[ c_{X_t}(r) = b(t, r) c_X(r). \]

If \(t'\) is a point of \(\mathcal{P}J\) such that \(2t' = t\), the divisor of the function \(z \rightarrow \psi_r(z - t')\) is given by \((2 \cdot \text{id}_t)^{-1}(X_{t+t} - X_t)\). Moreover we have

\[ \psi_r(-z - t') = c_X(r) \cdot \psi_r(z + t') = c_X(r) b(t, r) \cdot \psi_r(z - t'), \]

whence the assertion.

Going back to the case when \(l\) is an even positive integer, we see that we can identify \(T\) with the set of all symmetric polar divisors. Furthermore, the group structure in \(\mathcal{P}X\) is given by \(X + t = X_t\). Therefore, we can identify \(\mathfrak{X} - \mathfrak{P}\) with the set of all \(X_u\) with \(u\) in \(\mathfrak{P}\).

Now, we say that a level \(l\) structure is given in \(J\) if a canonical base of \(\mathcal{P}J\) is chosen. Then, we can summarize our results in the following way:

**Theorem 2.** Let \(l\) denote an even positive integer not divisible by the characteristic. Then a principally polarized abelian variety \(J\) possesses an
intrinsically defined group of characteristics $\mathfrak{X}$ such that $\mathfrak{F} = rJ$ with its canonical bilinear form and $T$ the set of $2^2$ symmetric polar divisors. In particular, the concept of even and odd symmetric polar divisors is intrinsic and each level $2$ structure in $J$ determines a unique even symmetric polar divisor.

The unique symmetric polar divisor in this theorem is the even characteristic denoted by $\mathfrak{s}$ in Lemma 1. We call this polar divisor simply the theta-divisor associated with the level 2 structure. We note that the number of even divisors is $2^{g-1}(2^2 - 1)$ and the number of odd divisors is $2^{g-1}(2^2 - 1)$. We note also that, if $J \to J'$ is a specialization of principally polarized abelian varieties with level $l$ structures, the theta-divisor of $J$ specializes uniquely to the theta-divisor of $J'$ over this specialization.

Finally, if a level $l$ structure is given in $J$ and if $m, n \mod 1$ are the coordinates of $u, v$ in $J$, we get a multiplicative bilinear form $c'(u, v)$ on $rJ$ as

$$c'(u, v) = \chi^{12(t^m n^n)}.$$ 

Since we have

$$c'(u, v)/c'(v, u) = e_{l}(u, v) = c(u, v)/c(v, u),$$

the $2$-cocycles $c(u, v)$ and $c'(u, v)$ are in the same cohomology class [cf. 17, pp. 157-8]. Therefore, by replacing $\phi_u$ by $a_u\phi_u$ with $a_u$ in $K^*$, we can assume that we have $c(u, v) = c'(u, v)$. When we make this normalization, we have $c(u, v)^l = 1$ for all $u, v$ in $J$. In the following, especially in proving Theorem 3, we shall use only this property of the normalization (in the case when $l = 2$).

Now, we consider a vector bundle $L$ over $J$ for the divisor class containing $(l \cdot id_J)^{-1}(\Theta)$, in which $\Theta$ is the theta-divisor for some level $l$ structure in $J$. Also, we fix a section $\theta$ of $L$ such that the divisor of zeros of $\theta$, which we shall denote by $(\theta)_0$, is $(l \cdot id_J)^{-1}(\Theta)$. Then, for every $u$ in $J$, we define a section $\theta_u$ of $L$ by $\theta_u = \psi_u \cdot \theta$. It is clear that we have $(\theta_u)_0 = (l \cdot id_J)^{-1}(\Theta_u)$. The $l^{2g}$ sections thus introduced form a base over $K$ of the vector space of sections of $L$ over $J$. Moreover, the $l^{2g}$ elements $\theta_u(0)$ of the stalk $L_0$ are the algebraic analogue of the classical theta-constants, and hence we call them algebraic theta-constants of degree $g$ and of level $l$ evaluated at $J$. We refer to Mumford [13] for a general theory of theta-constants.

2. Hyperelliptic case. First we consider, in general, a non-singular curve $C$ of genus $g \geq 1$ and we denote by $(J, \phi)$ its jacobian variety. Also, we shall denote by $W$ the image in $J$ of the $(g - 1)$-fold product of $C$ and by $f$ a canonical divisor of $C$. Then $J$ is a principally polarized abelian variety
with $W_z$ as a polar divisor for every $z$ on $J$. Moreover, the divisor $\phi^{-1}(W_z)$ is defined if and only if

$$z + \phi(\mathfrak{a}) = \sum_{i=1}^{g} \phi(P_i)$$

has a unique solution, and we have

$$\phi^{-1}(W_z) = \sum_{i=1}^{g} P_i.$$ 

This is a weak form of "Theorem 20" in [17]. Also, the divisor $X = W_c$ is symmetric if and only of the point $c$ has the property

$$2c + \phi(\mathfrak{a}) = 0.$$ 

On the other hand, suppose that $u, v$ are points of $rJ$. Then, we can calculate $e_1(u, v)$ as follows. We take two divisors $\alpha, \beta$ of degree zero on $C$ with disjoint supports and with the property $\phi(\alpha) = u, \phi(\beta) = v$. Let $f, h$ denote functions on $C$ defined by $(f) = l \cdot \alpha, (h) = l \cdot \beta$. Then we have

$$h(\alpha)/f(\beta) = e_1(u, v).$$

We say that $C$ is hyperelliptic if there exist two points $P_1, P_2$ on $C$ with the property $l(P_1 + P_2) = 2$. We shall show that, if $P_1', P_2'$ are another points of $C$ with the same property, then

$$\alpha = (g - 2)(P_1 + P_2) + (P_1' + P_2')$$

is a canonical divisor. At any rate, it has the same degree as $\mathfrak{a}$. Moreover, we have $l(\mathfrak{a} - \alpha) = l(\alpha) - (g - 1) \geq 1$, and hence $\alpha$ and $\mathfrak{a}$ are linearly equivalent. In particular, we have

$$(g - 2)(P_1 + P_2) + (P_1' + P_2') \sim (g - 1)(P_1 + P_2),$$

and hence $P_1' + P_2' \sim P_1 + P_2$. Therefore, the complete linear system $|P_1 + P_2|$ consists of all $P_1' + P_2'$ with the property $l(P_1' + P_2') = 2$. We shall denote this complete linear system by $g_2$. We note that $g_2$ converts $C$ into a two-sheeted covering of the projective line $D = K \cup \infty$. Moreover, the (numerical) function $x: C \to D$ is unique up to an automorphism of $D$. From now on, we shall assume that the characteristic of $K$ is different from 2. Then, the different of the covering consists of $2g + 2$ distinct points $Q_0, Q_1, \cdots, Q_{2g+1}$, say, and we have

$$(dx) = \sum_{i=0}^{2g+1} Q_i - 2(x)_x.$$
Since \((dx)\) is a canonical divisor, by what we have said, it is linearly equivalent to \((g - 1)(x)\). Consequently, there exists a function \(y\) on \(C\) with the property

\[
(y) = \sum_{i=0}^{2g+1} Q_i - (g + 1)(x).
\]

The function \(y\) is unique up to a constant factor and, if we assume that \(a_i = x(Q_i) \neq 0\), \(\infty\) for \(i = 0, 1, \ldots, 2g + 1\), we can normalize the constant factor so that we have

\[
y^2 = \prod_{i=0}^{2g+1} (x - a_i).
\]

We note that the function-field of \(C\) over \(K\) is \(K(x, y)\). For the sake of simplicity, we shall normalize \(0\) by \(P(Q_0) = 0\). Then we get \(b(f) = 0\).

**Lemma 2.** Put \(s_i = \phi(Q_i)\) for \(i = 1, 2, \ldots, 2g + 1\). Then these \(2g + 1\) points of \(\mathcal{J}\) have the following properties

\[
\sum_{i=1}^{2g+1} s_i = 0, \quad b(s_i, s_j) = -1 \quad (i \neq j).
\]

**Proof.** Since the first part is clear, we shall prove only the second part. If \(i_1, i_2, i_3, i_4\) are distinct indices among \(0, 1, \ldots, 2g + 1\), we have

\[
b(\phi(Q_{i_1}) - \phi(Q_{i_2}), \phi(Q_{i_3}) - \phi(Q_{i_4}))
\]

\[
= ((x - a_{i_1})/(x - a_{i_2}))(Q_{i_1} - Q_{i_2})/((x - a_{i_3})/(x - a_{i_4}))(Q_{i_3} - Q_{i_4}),
\]

and this is 1. Therefore, taking \(i_2 = 0\), we get \(b(s_i, s_j) = b(s_i, s_k)\) whenever \(i, j, k\) are distinct indices among \(1, \ldots, 2g + 1\). We shall show that any \(2g\) points among \(s_1, s_2, \ldots, s_{2g+1}\) form a base of \(\mathcal{J}\). Otherwise, by changing indices, we will get \(s_1 + \cdots + s_p = 0\) for some \(p\) satisfying \(1 \leq p \leq 2g\). Consequently, there exists a function \(f\) on \(C\) with the property

\[
f^2 = \prod_{i=1}^{p} (x - a_i/x - a_0).
\]

Since \(a_0, a_1, \ldots, a_p\) are distinct, clearly \(f\) itself is not contained in \(K(x)\). Since we have \([K(x, y) : K(x)] = 2\), we get \(K(x, f) = K(x, y)\). Therefore, the different of \(K(x, f)/K(x)\) has to be of degree \(2g + 2\), and hence \(2g + 2 = p\) or \(p + 1\) according as \(p\) is even or odd. But this contradicts \(p \leq 2g\). Now, suppose that we have \(b(s_i, s_j) = 1\) for some \(i \neq j\) satisfying \(1 \leq i, j \leq 2g + 1\). By changing indices, we can assume that \(j = 2g + 1\). Then, by what we have shown in the beginning, we get \(b(s_i, s_{2g+1}) = b(s_i, s_i) = 1\).
\( i = 1, 2, \cdots, 2g \). Since \( s_1, s_2, \cdots, s_{2g} \) form a base of \( 2J \), this implies \( s_{2g+1} = 0 \), but this is a contradiction. The lemma is thus proved.

We note that, although we have shown in the course of the above proof that \( 2g \) of the points \( s_1, s_2, \cdots, s_{2g+1} \) are linearly independent over \( \mathbb{Z}/2\mathbb{Z} \), this fact is a consequence of Lemma 2. Actually, the lemma shows that the symmetric polar divisors \( W_i \), for \( i = 1, 2, \cdots, 2g+1 \) form an azygous base of the group of characteristics of level 2 intrinsically attached to \( J \). In particular, all symmetric polar divisors of \( J \) can be written as \( W_s \) with

\[
W_s = s_t + s_{t-1} + \cdots + s_{t_k},
\]

in which \( 1 \leq t_1 < t_2 < \cdots < t_k \leq 2g + 1 \) and either we take \( k = 1, 3, \cdots, 2g + 1 \) or we can equally take \( k = 0, 1, \cdots, g \). We shall use the second way of expressing all symmetric polar divisors.

**Lemma 3.** The polar divisor \( W \) does not contain points of \( 2J \) of the form \( s_{t_1} + \cdots + s_{t_k} \) with \( 1 \leq t_1 < \cdots < t_k \leq 2g + 1 \), but it contains all other points of \( 2J \).

**Proof.** A point of the form \( s_{t_1} + \cdots + s_{t_k} \) is contained in \( W \) if and only if there exist \( g - 1 \) points \( P_1, \cdots, P_{g-1} \) on \( C \) satisfying

\[
\phi(Q_{t_1} + \cdots + Q_{t_k}) = \phi(P_1 + \cdots + P_{g-1}).
\]

The second part of the lemma follows from this fact. As for the first part, we have only to disprove the existence of \( P_1, \cdots, P_{g-1} \) for \( k = g \). In other words, we have only to prove

\[
l(Q_{t_1} + \cdots + Q_{t_k} - Q_0) = 0
\]

or \( l(Q_{t_1} + \cdots + Q_{t_k}) = 1 \) for \( 1 \leq t_1 < \cdots < t_k \leq 2g + 1 \). Suppose that \( f \) is a function on \( C \) with the property \( (f) + Q_{t_1} + \cdots + Q_{t_k} > 0 \). By changing indices, we may assume that \( t_1 = 1, \cdots, t_k = g \). We can write \( f \) in the form

\[
f = (A(x) + B(x)y)/D(x),
\]

in which \( A(x), B(x), D(x) \) are in \( K[x] \) without any common factor. Suppose that \( P \) is one of the \( Q_0, Q_1, \cdots, Q_{2g+1} \). If we denote the multiplicities of \( x - x(P) \) in \( A(x), B(x), D(x) \) by \( a, b, d \), we get

\[
\text{ord}_P(f) = \min(2a, 2b + 1) - 2d.
\]

Since we have \( \min(a, b, d) = 0 \), the only case when we have \( d \geq 1 \) is the case when \( P = Q_1, \cdots, Q_g \). It is possible, in this case, that we have \( d = 1 \). Then necessarily we get \( a \geq 1, b = 0 \). On the other hand, suppose that \( P \) is
different from \( Q_0, Q_1, \ldots, Q_{2g+1} \). Then \( f \) is finite at \( P \) and at its conjugate. In other words, both \( f \) and its conjugate are finite at \( P \). Consequently \( \frac{A(x)}{D(x)} \) and \( \frac{B(x)y}{D(x)} \) are finite at \( P \). In the case when \( x(P) \neq \infty \), we also have \( y(P) \neq \infty \), and \( y(P) \neq 0 \) by assumption. Therefore, we get \( D(x(P)) \neq 0 \). We have thus shown that \( D(x) \) divides both \( A(x) \) and \( B(x)y \). Put \( A(x) = C(x)D(x) \) and consider the case when \( x(P) = \infty \). The condition that \( C(x) \) and \( B(x)y/D(x) \) are finite at \( P \) means that \( C(x) = \text{const.} \) and \( \deg B(x) + g + 1 - \deg D(x) < 0 \). On the other hand, we have shown that \( \deg D(x) \leq g \), and hence \( B(x) = 0 \). Therefore, we get \( f = \text{const.} \), and this completes the proof.

We shall, now, incorporate the observations made in the previous section. In general, if \( X \) and \( Y \) are symmetric polar divisors not containing 0, we can replace \( z \) in \( \psi(x,y)(-z) = c_x(X + Y) \cdot \psi(x,y)(z) \) by 0, and we have \( \psi(x,y)(0) \neq 0, \infty \). Therefore, we get \( c_x(X + Y) = 1 \), and hence \( e(x) = e(y) \). Consequently, if we put

\[
e(k) = e(W + s_{i_1} + \cdots + s_{i_k})
\]

for \( 1 \leq i_1 < \cdots < i_k \leq 2g + 1 \), Lemma 3 shows that \( e(g) \) does not depend on the sequence. Suppose that \( 1 < k \leq g \) and assume that \( e(k) \) does not depend on the sequence. Put

\[ X = W + s_{i_1} + \cdots + s_{i_{k-2}} \]

and let \( i_{k+1} \) denote one of the \( 1, 2, \ldots, 2g + 1 \) different from \( i_1, \ldots, i_k \). Then, we have

\[
-1 = b(s_{i_k}, s_{i_{k-1}}) = e(X) \cdot e(X + s_{i_{k-1}}) \cdot e(X + s_{i_k}) \cdot e(k)
\]

\[
= b(s_{i_{k-1}}, s_{i_k}) = e(X) \cdot e(X + s_{i_{k-1}}) \cdot e(X + s_{i_k}) \cdot e(k),
\]

and hence \( e(X + s_{i_k}) = e(X + s_{i_{k-1}}) \). Using this formula, we see immediately that \( e(k-1) \) does not depend on the sequence. Therefore \( e(k) \) is well defined for \( 1 \leq k \leq g \) and also (trivially) for \( k = 0 \). The exact value of \( e(k) \) will be given by the following lemma:

**Lemma 4.** We have

\[
e(k) = \begin{cases} 1 & \text{for } k \equiv g \mod 4, g + 1, \frac{g + 1}{2}, g + 3 \mod 4. \\
-1 & \text{for } k \equiv g + 2, g + 3 \mod 4.
\end{cases}
\]

**Proof.** We have observed already that \(-1 = e(k - 2)e(k) \) for \( 1 < k \leq g \). The lemma will, therefore, be proved if we show that \( e(g) = 1, e(g - 1) = -1 \). For this purpose, we take the sum of \( e(x) \) for the \( 2g \) symmetric polar divisors \( X \). Then we get
2^g = e(g)\left(\frac{2g+1}{g} - \frac{2g+1}{g-2} + \cdots\right)
+ e(g-1)\left(\frac{2g+1}{g-1} - \frac{2g+1}{g-3} + \cdots\right).

We observe that the coefficients of \(e(g)\) and \(e(g-1)\) in the above identity are positive integers. Moreover, the former is equal to the latter plus \(2^g\). Therefore, the only possibility is \(e(g) = 1, e(g-1) = -1\). q.e.d.

Now, we divide the \(2g + 2\) points \(Q_0, Q_1, \ldots, Q_{2g+1}\) into two sets, each consisting of \(g + 1\) points, in two different ways. We can write two such partitions as

\[
((Q_{i_1}, \ldots, Q_{i_p}, Q_{i_1'}, \ldots, Q_{i_q'}), (Q_{j_1}, \ldots, Q_{j_p}, Q_{j_1''}, \ldots, Q_{j_q''})),
((Q_{i_1}, \ldots, Q_{i_p}, Q_{i_1''}, \ldots, Q_{i_q''}), (Q_{j_1}, \ldots, Q_{j_p}, Q_{j_1'}, \ldots, Q_{j_q'})),
\]

in which \(Q_{i_0} = Q_0\) and \(p + q = g + 1\). Then we necessarily have \(1 \leq p \leq g\). For the sake of simplicity, we put

\[
s' = \sum_{\alpha=1}^{q} \phi(Q_{i_{\alpha}}'), \quad s'' = \sum_{\alpha=1}^{q} \phi(Q_{i_{\alpha}}'').
\]

We take \(p\) independent generic points \(M_1, \ldots, M_p\) of \(C\) over a common field of definition of \(C\), \(\phi\), \(J\) and consider the function on \(C\) defined by \(M_1 \mapsto (\phi_s'/\phi_{s''})(\phi(M_1 + \cdots + M_p))\). Then, the divisor of this function can be determined. First of all, the divisor of the function \(\phi_s'/\phi_{s''}\) on \(J\) is \(2 \cdot (W_s' - W_{s''})\). Moreover, if we put

\[
z = s' - \sum_{i=2}^{p} \phi(M_i),
\]

then \(\phi^{-1}(W_z)\) is defined and, if we denote by \(M_\alpha'\) the conjugate of \(M_\alpha\), we have

\[
\phi^{-1}(W_z) = \sum_{i=2}^{p} M_i' + \sum_{\alpha=1}^{q} Q_\alpha'.
\]

This is a key point, and we have used the fact that \(l(\sum_{\alpha=1}^{q} Q_\alpha') = 1\) (cf. proof of Lemma 3) and "Proposition 8" in Weil [16]. Therefore, the divisor of the function in question is

\[
2 \cdot (\sum_{\alpha=1}^{q} Q_\alpha' - Q_\alpha''),
\]

and hence this function differs from
by a constant factor (depending on $M_{2j}, \ldots, M_p$). In this way, we get the following identity

$$(\phi_{s'}/\phi_{s''}) \left( \sum_{i=1}^{p} \phi(M_i) \right) = c \cdot \prod_{i=1}^{p} \prod_{a=1}^{q} \left( x - a_{s'} / x - a_{s''} \right),$$

in which $c$ is a constant factor.

We recall that the divisor of the function $\phi_{s'}/\phi_{s''}$ on $J$ is $2 \cdot (W_{s'} - W_{s''})$. Moreover, if we put

$$s = \sum_{a=1}^{p} \phi(Q_a), \quad t = \sum_{a=1}^{p} \phi(Q_{e_a}),$$

we have $s + s' + s'' + t = 0$. Therefore, by Lemma 3 we see that $(\phi_{s'}/\phi_{s''})(s)$ and $(\phi_{s'}/\phi_{s''})(t)$ are both defined and different from $0$, $\infty$. After this remark, we replace $M_{1j}, \ldots, M_{p}$ by $Q_{1j}, \ldots, Q_{t}$ and also by $Q_{2j}, \ldots, Q_{t}$ in the above identity, and take the products of both sides of the so-specialized identities. Then we get

$$(\phi_{s'}/\phi_{s''})(s) \cdot (\phi_{s'}/\phi_{s''})(t) = c^2 \cdot \prod_{\beta=1}^{p} \prod_{\alpha=1}^{q} \left( i_{\beta j_a} \right) / \left( i_{\beta j_{a'}} \right) \left( i_{\beta j_{a''}} \right),$$

in which $(IJ)$ stands for $a_{i} - a_{j}$. We shall show that the left-hand side is $\pm 1$. In general, if $r$, $s$, $t$ are arbitrary points of $2J$, we have

$$(\phi_{r+s}/\phi_{r+t})(z) = (c(r, s)/c(r, t)) \cdot (\phi_{s}/\phi_{t})(z - r).$$

In this identity, we replace $r$, $s$, $t$ by $s$, $s'$, $s''$ and also by $t$, $s'$, $s''$, and take the products of both sides of the so specialized identities. Then, the left-hand side of the new identity is equal to 1. Moreover, it is permissible, by Lemma 3, to replace $z$ by 0 in the right-hand side, and we get

$$(\phi_{s'}/\phi_{s''})(s) \cdot (\phi_{s'}/\phi_{s''})(t) = c(s, s'') \cdot c(t, s'') / c(s, s') c(t, s').$$

We now take into account of the normalization that we have introduced at the end of the previous section. Then, the right-hand side is simply $\pm 1$, as asserted.

After this remark, we return to the identity involving $c$ and we replace $M_{1j}, \ldots, M_{p}$ by $Q_{1j}, \ldots, Q_{t}$. This is permissible and, combining all that we have said, we obtain the following identity
\[(\phi_{s+t}/\phi_{s+t'})^2 = (\phi_s/\phi_s')^2\]

\[= \pm \prod_{\beta \in I} \prod_{a=1}^g (i_{\beta a}') (j_{\beta a}'') / (i_{\beta a}'') (j_{\beta a}').\]

Before we state the theorem, we have just proved, we shall recall some of the definitions introduced in this section.

The non-singular curve \(C\) is of genus \(g \geq 1\) and carries a complete linear system \(g_2\) of degree two and of dimension one; the \(2g + 2\) points \(Q_0, Q_1, \cdots, Q_{2g+1}\) are the points \(Q\) of \(C\) such that \(2Q\) belong to \(g_2\); \((J, \phi)\) is the jacobian variety of \(C\) with the canonical function \(\phi\) normalized by \(\phi(Q_0) = 0\), and \(\phi(Q_i) = s_i\) for \(i = 1, 2, \cdots, 2g + 1\). In addition to these, we shall denote by \(\Theta\) the theta-divisor for some level 2 structure in \(J\), and by \(t\) the sum of \(s_i\) for which \(e(\Theta_{s_i}) = -1\). Also, for \(s = s_i + \cdots + s_{ig}\) with \(1 \leq i_1 < \cdots < i_g \leq 2g + 1\), we shall denote by \(D_s\) the product of the discriminant of

\[(x - a_0) (x - a_{i_1}) \cdots (x - a_{i_g})\]

and the discriminant of its complementary factor in the product of all \(x - a_k\) for \(k = 0, 1, \cdots, 2g + 1\). With these notations, we can state the following theorem:

**Theorem 3.** We have \(\theta_{s+t}(0) \neq 0\) for \(s\) in \(2J\) if and only if \(s\) is of the form \(s_{i_1} + \cdots + s_{i_g}\) with \(1 \leq i_1 < \cdots < i_g \leq 2g + 1\). Furthermore \(\theta_{s+t}(0)^8\) and \(D_s\) are proportional in the sense that their ratio is independent of \(s\).

We have only to show that we have \(W = \Theta_t\). Suppose that we define \(t\) by this. Then, by Lemma 4 we have

\[e(\Theta_{s_i}) c_{s_{i_1}}(t) = e(\Theta_{t + s_{i_1}}) = e(\Theta_{s_{i_1}}) c_{s_{i_1}}(t),\]

and hence \(e(\Theta_{s_i}) b(s_i, t) = e(\Theta_{s_{i_1}}) b(s_i, t)\) for \(i, j = 1, 2, \cdots, 2g + 1\). Therefore, by Lemma 2 we have \(e(\Theta_{s_i}) = e(\Theta_{s_{i_1}})\) if and only if \(s_i, s_j\) at the same time either appear or do not appear in the expression of \(t\) as a partial sum of \(s_{i_1}, s_{i_2}, \cdots, s_{2g+1}\). Since the sum of these \(2g + 1\) points is 0, we see that \(t\) is equal to the sum of \(s_i\) for which \(e(\Theta_{s_i}) = -1\). This is our previous definition of the point \(t\).

We also note that the number of \(s_i\) such that \(e(\Theta_{s_i}) = -1\) is congruent to \(g\) mod 4. At any rate, we can write \(t\) in the form \(s_{i_1} + \cdots + s_{i_k}\) with \(0 \leq k \leq g\) such that \(e(\Theta_{s_i})\) takes the sign \(\epsilon\) for \(i = i_1, \cdots, i_k\) and the opposite sign for the remaining \(2g + 1 - k\) indices. Then, we have \(e(\Theta) = e(k) = 1\), and hence \(k \equiv g, g + 1 \mod 4\). Also, we have \(\epsilon = e(k - 1)\). Therefore, if
$k \equiv g \mod 4$, we get $\epsilon = -1$ and, if $k \equiv g + 1 \mod 4$, we get $\epsilon = 1$. In the second case, we have only to observe that $2g + 1 - k \equiv g \mod 4$. This remark will be used later in proving Lemma 8.

Finally, we shall make some observations which we shall use in Section 4. Suppose that $J$ and $J'$ are principally polarized abelian varieties with symmetric polar divisors $X$ and $X'$ such that $(J', X')$ is a specialization of $(J, X)$. Then, a point, say $s'$, of $\mathcal{J}'$ on $X'$ which does not come from a point of $\mathcal{J}$ on $X$ over the above specialization is singular on $X'$. Suppose, in fact, that $s'$ is simple on $X'$. Consider the graphs of $\pm i\mathcal{d}_J$ in the product $J \times J$ and restrict them to $X \times X$. Call the restrictions $\Delta$, $T$; similarly for $\Delta'$, $T'$. Then $(\Delta', T', \Delta' \cdot T')$ is the unique specialization of $(\Delta, T, \Delta \cdot T)$ over the given specialization. In fact, we have only to apply the principle of conservation of number in its local form. Since $\Delta' \cap T'$ is zero-dimensional, the components of $\Delta' \cdot T'$ are precisely all points of $\Delta' \cap T'$ which are simple on $X' \times X'$; similarly for $\Delta \cdot T$. Therefore, by assumption $\Delta' \times \Delta'$ is in $\Delta' \cdot T'$. We already have a contradiction here. We note that $\Delta$ and $T$ are transversal at every simple point of $X \times X$ in $\Delta \cap T$. The same is true for $\Delta'$ and $T'$. Therefore, if all points of $X$ and $X'$ are simple, the numbers of points of order two on $X$ and on $X'$ are same. Another remark is that, in the special case when $g = 3$, if the symmetric polar divisor has a singular point, the polarized abelian variety can not be the jacobian variety of a non-hyperelliptic curve. This is a simple consequence of "Proposition 18" in Weil [17].

3. The homomorphism $\rho$. From now on, we shall take the field $\mathbf{C}$ of all complex numbers as our universal domain. Let $J$ denote a complex torus of (complex) dimension $g$ and $X$ a positive divisor on $J$. Then there exists a theta-function with $X$ as its divisor of zeros. The precise meaning is as follows. The universal covering group $\mathfrak{J}$ of $J$ is a vector space over $\mathbf{C}$ of dimension $g$ and the kernel $D$ of the canonical homomorphism $\mathfrak{J} \rightarrow J$ is a lattice in $\mathfrak{J}$. A holomorphic function $z \mapsto \theta(z)$ defined on $\mathfrak{J}$ is called a theta-function belonging to $D$ if it has the property

$$
\theta(z + d) = e(L_d(z) + c_d) \cdot \theta(z)
$$

for every $d$ in $D$ with a $\mathbf{C}$-linear form $L_d(z)$ and a constant $c_d$ both depending on $d$. A theta-function determines a positive divisor on $J$, provided that it is not the constant zero. A fundamental existence theorem in the theory of theta-functions asserts that every positive divisor of $J$ can be obtained in this way [cf. 19]. Now, we can extend $L_d(z)$ uniquely to a "quasi-hermitian form" on $\mathfrak{J}$ as $(z, z') \mapsto 2iL_{d'}(z)$ and its hermitian part is a Riemann form belonging to $D$. In particular, if we put
\[ \langle z, z' \rangle = L_{z'}(z) - L_z(z'), \]

this alternating form is \( \mathbb{Z} \)-valued on \( D \). If the divisor \( X \) has the property that \( l(X) = 1 \), all elementary divisors of the alternating form \( \langle d, d' \rangle \) on \( D \) are equal to 1. Therefore, we can choose a base \( d_1, \ldots, d_{2g} \) of \( D \) so that we get

\[
(\langle d_i, d_j \rangle) = \begin{pmatrix} 0 & 1_g \\ -1_g & 0 \end{pmatrix}.
\]

Then we choose a \( \mathbb{C} \)-linear isomorphism \( \mathfrak{Z} \cong \mathbb{C}^g \) so that \( (d_1 \cdots d_{2g}) \) is mapped to \( (\tau_1 1_g) \). This is always possible and we get a point \( \tau \) of the Siegel upper-half plane \( \mathfrak{S}_g \). We note that the choice of the base of \( D \) is not unique but, once it is chosen, the isomorphism \( \mathfrak{Z} \cong \mathbb{C}^g \) is unique. In particular, the point \( \tau \) is unique up to the modular transformation \( \tau \mapsto M \cdot \tau \) with \( M \) in \( Sp(g, \mathbb{Z}) \). Furthermore, we have

\[
\theta(z) = \theta_0(z) \cdot \sum_{p \in \mathbb{Z}^g} e\left( \frac{1}{2} \cdot \tau (p + m')(p + m') + \tau (p + m') (z + m'') \right),
\]

in which \( \theta_0(z) \) is a "trivial theta-function," i.e., a function of the form \( \exp(\text{polynomial of degree two}) \), and \( m', m'' \) are column vectors in \( \mathbb{R}^g \). We shall denote the theta-series on the right-hand side by \( \theta_m(\tau, z) \) in which \( m \) is the column vector composed of \( m' \) and \( m'' \). We note that the last normalization is unique only in the sense that \( m \mod 1 \) is unique. We refer to [8] for basic properties of the theta-function \( \theta_m(\tau, z) \) of characteristic \( m \). We shall translate results in the previous sections into the language of theta-functions.

First of all, the complex torus \( J \) admits a projective embedding given by

\[
z \mapsto (\theta_m(\tau, l z))_{lm \equiv 0 \mod 1}
\]

for any \( l \geq 2 \). In fact, this is true for every given point \( \tau \) of \( \mathfrak{S}_g \). Because of this fact, if there is no danger of confusion, we shall sometimes call \( J \) an abelian variety and use the language introduced for abelian varieties. For instance, we say that the above projective embedding is compatible with the principal polarization on \( J \) with \( X \) as a polar divisor. Also, we shall denote by \( \Theta \) the divisor of \( J \) determined by \( \theta_0(\tau, z) \). We fix an isomorphism \( \nu J \cong (\mathbb{Q}/\mathbb{Z})^{2g} \) defined by \( u = (\tau_1 1_g) m \mod (\tau_1 1_g) \mathbb{Z}^{2g} \mapsto m \mod 1 \). Then we have

\[
\phi_u(z) = (\theta_{-m}(\tau, z)/\theta_0(\tau, z))^i
\]

\[
\psi_u(z) = \theta_{-m}(\tau, l z)/\theta_0(\tau, l z).
\]

Therefore, we get

\[
c(u, v) = e(\ell m' m'') \quad (u, v \mapsto m, n \mod 1)
\]

\[
c_\Theta(r) = e(-2^r m' m'') \quad (2r = 0; r \mapsto m \mod 1).
\]
Consequently, the base of \( rJ \) giving rise to the above isomorphism \( rJ \cong i \left( \mathbb{Q}/\mathbb{Z} \right)^{2g} \) is canonical with respect to \( \zeta = e(1/l) \). Moreover \( \Theta \) is even and, in fact, it is the theta-divisor for the level 2 structure in \( J \) determined by this canonical base. It is now clear that the theta-constants \( \theta_m(\tau) = \theta_m(\tau, 0) \) are indeed the theta-constants in the sense of Section 1. Furthermore, in the case when \( l = 2 \), the theta-function \( \theta_m(\tau, z) \) is even or odd if \( \Theta_r \) is even or odd, i.e., if \( 4'tm'm'' \) is even or odd for \( r \to m \mod 1 \).

Suppose, on the other hand, that a non-singular curve \( C \) of genus \( g \) is given. We take a base of the homology group \( H_1(C, \mathbb{Z}) \) so that the corresponding \( 2g \times 2g \) intersection-matrix takes the canonical form, i.e., becomes a matrix composed of 0, 1, \(-1\), 0. Then we take \( g \) linearly independent differentials of the first kind on \( C \) such that the period-matrix takes the form \( (\tau_1) \). This is always possible and we get a point \( \tau \) of \( \mathbb{S}_g \). As before, the choice of the base of \( H_1(C, \mathbb{Z}) \) is not unique but, once it is chosen, the choice of the \( g \) differentials is unique. We shall denote by \( J \) the principally polarized abelian variety determined by the point \( \tau \). Then \( J \) is the jacobian variety of \( C \). Moreover, the canonical function \( \phi \) is given by the following integral

\[
\phi(P) = \int_{P_0}^P dz \mod (\tau_1) \mathbb{Z}^{2g},
\]

in which \( dz \) denotes the column vector of the \( g \) differentials and \( P_0 \) a point of \( C \). Furthermore, the image \( W \) by \( \phi \) of the \((g - 1)\)-fold symmetric product of \( C \) is of the form \( \Theta_k \) with a point \( k \) of \( J \) satisfying \( 2k = \phi(\mathfrak{f}) \), in which \( \mathfrak{f} \) is a canonical divisor of \( C \). This is a consequence of the Riemann vanishing theorem.

There is a slightly different way to describe analytically a principally polarized abelian variety with a level \( l \) structure. Let \( \tau \) denote a point of \( \mathbb{S}_g \) and consider the complex torus \( C^g/(\tau_1) (\mathbb{Z})^{2g} \). Since this is complex-analytically isomorphic to \( C^g/(\tau_1) \mathbb{Z}^{2g} \) in an obvious way, we can consider \( C^g/(\tau_1) (\mathbb{Z})^{2g} \) as a principally polarized abelian variety. There is a nice projective embedding compatible with the polarization, and it is given by

\[
z \mapsto \left( \frac{\theta(z)}{\theta(2\tau z)} \right)_{2im' \equiv 0 \mod 1}
\]

by the kernel of the epimorphism \( C^g/(\tau_1) (\mathbb{Z})^{2g} \to C^g/(\tau_1) \mathbb{Z}^{2g} \) coming from the identity map of \( C^g \). We shall prove the following important lemma:

**Lemma 5.** For every \( l \geq 3 \), there exist irreducible, non-singular, quasi projective varieties \( U, U^* \) over \( \mathbb{C} \) and a morphism \( f: U^* \to U \) such that:
(i) $U$ is complex-analytically isomorphic to the quotient variety $\Gamma_g(l) \setminus \mathbb{H}$.

(ii) if $T_f$ denotes the graph of the morphism $f$ and if $u$ denotes the point of $U$ which corresponds to any given point $\tau$ of $\mathbb{H}$, the cycle $J_u = f^{-1}(u)$ of $U^*$ is well defined by the following intersection-product

$$T_f' (U^* \times u) = f^{-1}(u) \times u,$$

and its support is the principally polarized abelian variety with the level $l$ structure which is complex-analytically isomorphic to $\mathbb{C}^g/(\tau_1 \mathbb{Z})^{2g}$ and it has coefficient one, (iii) there exist $l^{2g}$ rational cross-sections for $f: U^* \to U$ such that their values at the point $u$ of $U$ are the points of $\iota(J_u)$.

Proof. We consider the so-called Satake compactification of the quotient variety $\Gamma_{g+1}(l) \setminus \mathbb{H}_{g+1}$, which is the projective variety associated with the graded ring $A(\Gamma_{g+1}(l))$ [cf. 1, 4]. We then take its monoidal transform along the singular locus. We know that the image points in the compactification of all limits

$$\lim_{\text{Im}(w) \to +\infty} \left( \begin{array}{c} \tau \\ t \end{array} \right)$$

for $\tau$ in $\mathbb{H}$ fill up a quasi projective variety $U$, which is complex-analytically isomorphic to $\Gamma_g(l) \setminus \mathbb{H}$. We denote by $U^*$ the proper transform of $U$ by the monoidal transformation and by $f$ the restriction to $U^*$ of the monoidal transformation. Then, they have the properties stated in the first part. As for (ii), if we take any point $\tau_0$ of $\mathbb{H}$ and if $u_0$ denotes the corresponding point of $U$, the variety $U^*$ is complex-analytically isomorphic over a small neighborhood of $u_0$ to the variety determined by the following $N = (2l)^g$ rings

$$\mathbb{C}^g(\tau \to \tau_0) [\theta_1(\tau, z)/\theta_k(\tau, z), \ldots, \theta_N(\tau, z)/\theta_k(\tau, z)]$$

for $k = 1, 2, \ldots, N$, in which $\mathbb{C}^g(\tau \to \tau_0)$ is the ring of convergent power-series in the coefficients of $\tau \to \tau_0$ and $\theta_1(\tau, z), \ldots, \theta_N(\tau, z)$ are the theta-functions

$$\theta_n'(2l\tau, 2z) \quad 2ln' \equiv 0 \mod 1$$

arranged in some order. We refer to [10] for its proof. This shows that the cycle $f^{-1}(u_0)$ calculated by the analytic theory of intersections is irreducible and it is complex-analytically isomorphic to the principally polarized abelian variety with the level $l$ structure determined by the point $\tau_0$. We have only to recall that, as far as algebraic cycles are concerned, the analytic and
algebraic theories of intersections are same. Finally, we shall prove the property (iii). Choose any vector $x$ in $\mathbb{Z}^{2g}$. Then, to every point $u$ of $U$, we associate the point $s(u)$ of $J_u$ which corresponds to $(\tau_1^a)x \mod (\tau_1^a)(l\mathbb{Z})^{2g}$ under the isomorphism $J_u \cong \mathbb{C}^g/(\tau_1^a)(l\mathbb{Z})^{2g}$. It is clear that $s(u)$ is uniquely determined by $u$ and, in this way, we get a holomorphic cross-section $s$ of $f: U^* \to U$. We observe that the inhomogeneous coordinates of $s$ with reference to the ambient projective space of $U^*$ are meromorphic (and algebraic) functions on $U$, and hence they are rational functions on $U$ [cf. 1]. This shows that the cross-section $s$ is rational. q.e.d.

An immediate consequence of Lemma 5 is that, if $h: W \to U$ is a morphism of a normal algebraic variety $W$ to $U$ and if we consider the fiber-product $W^* = U^* \times W$ over $U$, the projection $W^* \to W$ defines an "algebraic family" of principally polarized abelian varieties with level $l$ structures, and every such family can be obtained in this way. In particular, the triple $(U^*, U, f)$ is unique up to an isomorphism.

Before we shall apply this consideration to our problem, we introduce some terminology and notations. We shall denote by $W$ the Zariski open subset of $\mathbb{C}^{2g+2}$ consisting of points with distinct coordinates. Then $W$ is an irreducible (quasi projective) algebraic variety defined over $\mathbb{Q}$. Suppose that $a = (a_0, a_1, \cdots, a_{2g+1})$ is a point of $W$. Then a non-singular model $C$ of the plane curve defined by the equation

$$y^2 = \prod_{i=0}^{2g+1} (x - a_i)$$

will be called a hyperelliptic curve associated with $a$. Also, the point $\tau$ of $\mathfrak{S}_g$ such that $\mathbb{C}^g/(\tau_1^a)\mathbb{Z}^{2g}$ is complex-analytically isomorphic to the jacobian variety of $C$ will be called the point of $\mathfrak{S}_g$ associated with $a$.

**Lemma 6.** Let $V$ denote a normal algebraic variety which is complex-analytically isomorphic to the quotient variety $\Gamma_g(2)\backslash \mathfrak{S}_g$. Then, there exists a morphism $h: W \to V$ such that, for every $a$ in $W$, the image point $h(a)$ is the point of $V$ which corresponds to one of the points of $\mathfrak{S}_g$ associated with $a$.

**Proof.** We consider the triple $(U^*, U, f)$ for some even level $l \geq 4$. Then the finite group $\Gamma_g(2)/\Gamma_g(l)$ operates on $U$ as a group of automorphisms and the corresponding quotient variety is isomorphic to $V$. Let $p: U \to V$ denote the associated epimorphism. We choose a field of definition, say $K$, of the data involved and pick a generic point $a$ of $W$ over $K$. Let $\tau$ denote one of the points of $\mathfrak{S}_g$ associated with $a$ and $u$ the corresponding point of $U$. Put $p(u) = v$. We shall show that $v$ is rational over $K(a)$. Suppose that
(C', u', v') is a generic specialization of (C, u, v) with reference to the field K(a). Then, there exists a point v' of \( \mathcal{E}_g \) to which corresponds u'. Moreover \( J_u = f^{-1}(u) \) specializes uniquely to \( J_{u'} = f^{-1}(u') \) over the above specialization, and they are the jacobian varieties of C and C' respectively. We also note that the level l structure in \( J_u \) specializes uniquely to the level l structure in \( J_{u'} \). On the other hand, because the specialization is taken over K(a) and is generic, clearly C and C' are isomorphic. Therefore \( J_u \) and \( J_{u'} \) are isomorphic. Furthermore, the images in \( J_{u'} \) of the level 2 structure in \( J_u \) under the specialization on one hand and under the isomorphism on the other are same. Consequently, the point v' is of the form \( M \cdot \tau \) with M in \( \Gamma_g(2) \), and hence v' = v. This shows that v is rational over K(a). The rest is clear.

We note that the morphism \( h \) in Lemma 6 is not intrinsic. In fact, we can combine \( h \) with any one of the elements of \( \Gamma_g(1)/\Gamma_g(2) \) operating on \( V \) as a group of automorphisms. From now on, we shall consider the cases when \( l = 1, 2 \). We shall assume that the characteristic \( m \) in \( \theta_m \) satisfies \( 2m \equiv 0 \mod 1 \).

After these preliminaries, we shall proceed to construct a homomorphism from the ring \( A(\Gamma_g(1)) \) of Siegel modular forms to the ring \( S \) of projective invariants of a binary form of degree \( 2g + 2 \). We recall that the ring \( A(\Gamma_g(l)) \) is the graded ring generated by holomorphic functions \( \psi \) on \( \mathcal{E}_g \) satisfying the functional equation

\[
\psi(M \cdot \tau) = \det(c\tau + d)^k \cdot \psi(\tau)
\]

for every M in \( \Gamma_g(l) \) (plus a condition at infinity for \( g = 1 \)). As for the ring \( S \), it is defined in the following way. In general, consider a homogeneous polynomial of degree \( r \) in \( n \) variables \( x_1, \ldots, x_n \)

\[
\sum u_{r_1 \cdots r_n} x_1^{r_1} \cdots x_n^{r_n}.
\]

The group \( SL(n, C) \) operates on the variable space "contragrediently" and, if we require that the above form is invariant, the same group operates on the coefficient space. In this way, we get an irreducible representation of \( SL(n, C) \) of degree

\[
\binom{r + n - 1}{n - 1}.
\]

We consider the graded ring of polynomials in the \( u_{r_1 \cdots r_n} \) with coefficients in \( C \) and operate \( SL(n, C) \) on this graded ring using its action on its homogeneous part of degree one defined by the above representation. Then, the invariant subring, say \( S(n, \tau) \), is a graded, integrally closed, integral domain
over \( \mathbb{C} \). According to the first main theorem in the classical theory of invariants, it is of finite type over \( \mathbb{C} \) [cf. 20]. We note that, if \( I \) is an element of \( S(n, r) \), we can evaluate \( I \) at any special homogeneous polynomial of degree \( r \) in \( n \) variables or at any polynomial of degree \( r \) in \( n - 1 \) variables. At any rate, with this notation, the ring \( S \) is given by \( S(2, 2g + 2) \). In the special case when \( n = 2 \), the following elementary lemma is useful:

**Lemma 7.** Let \( \xi_1, \ldots, \xi_r \) denote independent variables over \( \mathbb{C} \) and put \( P_r(x) = (x - \xi_1) \cdots (x - \xi_r) \). Suppose that \( f(\xi) \) is an element of the ring \( \mathbb{C}[\xi_1, \ldots, \xi_r] \). Then, there exists a homogeneous element \( I_w \) of \( S(2, r) \) of degree \( w \) satisfying \( f(\xi) = I_w(P_r(x)) \) if and only if

\[
(f(M \cdot \xi)) = (\prod_{i=1}^{r} (\gamma_i \xi_i + \delta_i))^{-w} \cdot f(\xi),
\]

in which \( (M \cdot \xi)_i = (\alpha_i \xi_i + \beta_i) (\gamma_i \xi_i + \delta_i)^{-1} \) for every \( M \) in \( SL(2, \mathbb{C}) \) with coefficients \( \alpha, \beta, \gamma, \delta \), and if \( (ii) \) \( f \) is symmetric in \( \xi_1, \ldots, \xi_r \).

We note that an expression of the form

\[
(\xi_i - \xi_j)(\xi_k - \xi_l) \cdots,
\]

in which every \( \xi_i \) appears \( w \) times, satisfies the condition \( (i) \). We also note that the graded subring of \( \mathbb{C}[\xi_1, \ldots, \xi_r] \) generated by elements \( f(\xi) \) satisfying the condition \( (i) \) is integrally closed in this ring. We leave the verification as an exercise to the reader.

Now, we take a point \( a \) of \( W \) and consider the point \( \tau \) of \( \mathcal{S}_g \) associated with \( a \). Then, exactly

\[
\binom{2g + 1}{g} = \frac{1}{2} \binom{2g + 2}{g + 1}
\]

of the \( \theta_m(\tau) \) are different from zero. On the other hand, there are same number of decompositions \( P_I(x)P_{II}(x) \) of \( P_{2g+2}(x) \) into products of two polynomials \( P_I(x), P_{II}(x) \) each of degree \( g + 1 \). Theorem 3 states that, if \( D(P_I), D(P_{II}) \) denote the discriminants of \( P_I(x), P_{II}(x) \) and put \( D_s = D(P_I)D(P_{II}) \), there exists a bijection from the set of \( \theta_m(\tau)^{s} \neq 0 \) to the set of \( D_s \) such that we have

\[
\theta_m(\tau)^{s} = \mu^4 \cdot D_s,
\]

in which \( \mu^4 \) is independent of \( \theta_m(\tau)^{s} \). After this remark, we shall prove the following lemma:

**Lemma 8.** Let \( k \) denote a positive integer and consider a product
\( \theta_m \cdots \theta_{m_k} \) such that \( (\theta_m \cdots \theta_{m_k})(\tau) \neq 0 \) at the point \( \tau \) of \( \mathbb{H}_g \) associated with \( a \). Then, by replacing each \( \theta_m(\tau) \neq 0 \) by the corresponding \( (D_s)^{1/8} \), we get a product of integral powers of \( a_i - a_j \) if and only if \( \theta_m \cdots \theta_{m_k} \) defines a modular form of level 2.

Proof. In general, suppose that we have \( l \equiv 2 \mod 4 \). Then \( \theta_m \cdots \theta_{m_k} \) with \( lm_o \equiv 0 \mod 1 \) defines a modular form of level \( l \) if and only if we have

\[
(m_1 \cdots m_{2k})^t(m_1 \cdots m_{2k}) + (k/2l) \begin{pmatrix} 0 & 1_g \\ 1_g & 0 \end{pmatrix} = (2/l)\text{-times a half-integer matrix.}
\]

This is a consequence of our fundamental lemma in [8]. We shall consider the special case when \( l = 2 \), and proceed to prove the if-part. We shall use \( C, J \) etc. to denote the hyperelliptic curve associated with \( a \), its jacobian variety etc. Then, with respect to the level 2 structure in \( J \) that we have explained before, the points \( s_i = \phi(Q_i) \) have coordinates in \( (\mathbb{Q}/\mathbb{Z})^{2g} \). For the sake of simplicity, we shall denote them by \( s_i \mod 1 \). Also, we put \( t \equiv \Sigma s_i \mod 1 \), in which the summation is extended over those \( s_i \) satisfying \( 4ts_i \equiv 1 \mod 2 \). Then we have \( \theta_m(\tau) \neq 0 \) if and only if we have

\[
m = s_i + \cdots + s_{i_g} + t \mod 1
\]

for some \( 1 \leq i_1 < \cdots < i_g \leq 2g + 1 \). This is a consequence of Theorem 3. On the other hand, if \( \theta_m \cdots \theta_{m_k} \) defines a modular form of level 2, we have

\[
t x(m_1 \cdots m_{2k})^t(m_1 \cdots m_{2k})x + 1/2k \cdot 'x'x'' \equiv 0 \mod 1
\]

for every column vector \( x \) composed of \( x', x'' \) in \( \mathbb{Z}^g \). We shall show that \( a_i - a_j \) appears with an integer exponent in the product of \( (D_s)^{1/8} \) which corresponds to \( \theta_m \cdots \theta_{m_k} \). Put

\[
x = 2 \begin{pmatrix} 0 & 1_g \\ -1_g & 0 \end{pmatrix}(s_i + s_j) \mod 2
\]

for \( 0 \leq i < j \leq 2g + 1 \), in which we put \( s_0 \equiv 0 \mod 1 \). Then, for the above vector \( m \mod 1 \), we have

\[
e(txm) = b(s_i + s_j, s_i + \cdots + s_{i_g} + t).
\]

Now, in the case when \( i \geq 1 \), we have \( b(s_i + s_j, s_i + \cdots + s_{i_g}) = 1 \) if and only if \( (a_i - a_j)^i \) appears in \( (D_s)^{1/8} \). Moreover, a case-by-case examination shows that \( b(s_i + s_j, t) = -e(1/2 \cdot 'x'x'' \mod 2) \). Therefore, we get \( e(txm) = 1 \), i.e., \( txm \equiv 0 \mod 1 \), if and only if either \( (a_i - a_j)^i \) does not appear in \( (D_s)^{1/8} \) and \( 'x'x'' \equiv 1 \mod 2 \) or \( (a_i - a_j)^i \) does not appear in \( (D_s)^{1/8} \) and \( 'x'x'' \equiv 0 \mod 2 \).
In the case when \( i = 0 \), we have \((-1)^{g-1} b(s_j, s_i + \cdots + s_k) = 1\) if and only if \((a_i - a_j)^4\) appears in \((D_3)^{1/3}\). Also in this case, if we denote by \( p \) the number of \( i \) for which \( 4^i s_i s_i'' \equiv 1 \mod 2 \) holds, we have \((-1)^{p-1} b(s_j, t) = -e(\frac{1}{2} x''')\). We have shown at the end of the previous section that we have \( p = g \mod 4 \). Therefore, the same conclusion as in the case when \( i \geq 1 \) holds also in the case when \( i = 0 \). After these preparations, let \( e \) denote the exponent of \((a_i - a_j)^3\) in the product of \((D_3)^{1/3}\) we are talking about. Then we get

\[
\frac{1}{4}(2k - e) + \frac{1}{2}k \equiv 0 \mod 1, \quad \text{or}
\frac{1}{2}e \equiv 0 \mod 1,
\]

according as \(x''' \equiv 1\), or \(x''' \equiv 0 \mod 2\), and hence \( e \equiv 0 \mod 4 \). This completes the proof of the if-part. As for the only-if part, since we do not have to use it in this paper, we shall leave it as an exercise to the reader.

We shall consider the subring of \( A(\Gamma_g(2))\) consisting of polynomials in the theta-constants (with coefficients in \( C \)). This ring is generated over \( C \) by a finite number of monomials, say \( \psi_{k_1}, \psi_{k_2}, \cdots \), of respective degrees \( 2k_1, 2k_2, \cdots \) in the theta-constants. Then, we can find an algebraically closed subfield \( K \) of \( C \) such that we have

\[
C[\psi_{k_1}, \psi_{k_2}, \cdots] = C \otimes_K K[\psi_{k_1}, \psi_{k_2}, \cdots].
\]

Choose a generic point \( a \) of \( W \) over \( K \) and let \( \tau \) denote one of the points of \( \mathfrak{S}_g \) associated with \( a \). Then we have

\[
\psi_{k_i}(\tau) = \mu^{k_i} \cdot \rho_2(\psi_{k_i})(a),
\]

in which \( \rho_2(\psi_{k_i})(a) \) is contained in \( K[a] \) for \( i = 1, 2, \cdots \). Therefore, each \( \rho_2(\psi_{k_i}) \) defines a polynomial function on \( W \), and we can define \( \rho_2(\psi) \) for every \( \psi \) in \( K[\psi_{k_1}, \psi_{k_2}, \cdots] \) so that \( \rho_2 \) gives rise to a ring homomorphism. Then we extend \( \rho_2 \) to \( C[\psi_{k_1}, \psi_{k_2}, \cdots] \) by linearity. If we introduce \( 2g + 2 \) letters \( a_0^*, a_1^*, \cdots, a_{2g+1}^* \), the ring of all polynomial functions on \( \mathfrak{W} = C^{2g+2} \) can be identified with \( C[a^*] = C \otimes_K K[a] \). Moreover, if \( \psi_k \) is a monomial in the theta-constants of degree \( 2k \) contained in \( A(\Gamma_g(2)) \), then \( \rho_2(\psi_k) \) is a product of \( a_i^* - a_j^* \) in which every \( a_i^* \) appears \( \frac{1}{2} g k \) times. In particular, the image or the range of \( \rho_2 \) is contained in the subring of \( C[a^*] \) defined by the condition (i) of Lemma 7 (after an obvious change of notations). We observe that \( \rho_2 \) is not intrinsic. In fact, we can combine \( \rho_2 \) with any one of the elements of \( \Gamma_g(1)/\Gamma_g(2) \) operating on \( A(\Gamma_g(2)) \) as a group of automorphisms, because it keeps the domain of \( \rho_2 \) stable.

We shall try to extend \( \rho_2 \) to the entire ring \( A(\Gamma_g(2)) \). We first observe
that, if \( k \) is an even non-negative integer, there always exists an element \( \psi_k \) of \( A(\Gamma_2(2))_k \) which is a polynomial in the theta-constants satisfying \( \rho_2(\psi_k) \neq 0 \). For instance, we can take the \( 2k \)-th power of a suitable theta-constant as \( \psi_k \). After this remark, let \( \psi \) denote an arbitrary element of \( A(\Gamma_2(2))_{k'} \) for any given positive integer \( k' \). We shall assume that there exists an element \( \psi_k \) of \( A(\Gamma_2(2))_k \) which is a polynomial in the theta-constants satisfying \( \rho_2(\psi_k) \neq 0 \) for some \( k \equiv k' \mod 2 \). According to the above remark, this is not an assumption in the case when \( k' \) is even. By the same reason, we can assume that \( k \) is at least equal to \( k' \). Pick an element \( \psi_{k''} \) of \( A(\Gamma_2(2))_{k''} \) which is a polynomial in the theta-constants satisfying \( \rho_2(\psi_{k''}) \neq 0 \) for \( k'' = k - k' \). This is always possible. Now, we may assume that the morphism \( \text{h} \) in Lemma 6 is compatible with the homomorphism \( \rho_2 \) in the sense that they are both defined by using the same point \( \tau \) of \( \mathbb{C}_g \) associated with the given generic point \( a \) of \( W \) over \( K \). Then, Lemma 6 shows that the correspondence \( a \rightarrow (\psi_{k''}/\psi_k)(\tau) \) defines a rational function on \( W \), and it can be identified with an element, say \( \Psi \), of \( C(a^*) \). On the other hand, both \( \rho_2(\psi_k) \) and \( \rho_2(\psi_{k''}) \) are elements of \( C[a^*] \) different from zero. Therefore, if we put \( \rho_2(\psi) = \Psi \rho_2(\psi_k)/\rho_2(\psi_{k''}) \), this will be an element of \( C(a^*) \), and we have

\[
\psi(\tau) = \mu^k : \rho_2(\psi)(a).
\]

In particular, we see that \( \rho_2(\psi) \) does not depend on the choice of \( \psi_k \) and \( \psi_{k''} \). On the other hand, we know that \( \psi \) is integral over the domain of the original \( \rho_2 \). This implies that \( \rho_2(\psi) \) is integral over the range of the original \( \rho_2 \), and this is a subring of \( C[a^*] \). Therefore \( \rho_2(\psi) \) is also contained in \( C[a^*] \). In this way, we can extend \( \rho_2 \) at least to the subring of \( A(\Gamma_2(2)) \) generated by homogeneous elements of even weights\(^2\) so that \( \rho_2 \) remains to be a ring homomorphism to \( C[a^*] \). Furthermore, the range of \( \rho_2 \) is still contained in the subring, say \( S^* \), of \( C[a^*] \) defined by the condition (i) of Lemma 7. The reason is that the range of the extended \( \rho_2 \) is a subring of \( C[a^*] \) and it is integral over \( S^* \), and we know that \( S^* \) is integrally closed in \( C[a^*] \).

**Lemma 9.** Let \( \psi \) denote an element of \( A(\Gamma_2(1)) \) for which \( \rho_2(\psi) \) is defined. Then \( \rho_2(\psi) \) is contained in the ring \( S \).

**Proof.** We may assume that \( \psi \) is a homogeneous element of weight \( k \), say. We observe that \( \rho_2(\psi) \) is unique up to the factor \( i^{ak} \) for \( a = 0, 1, 2, 3 \), and hence the conclusion does not depend on the choice of \( \rho_2 \). We shall denote

\(^2\)We note that, if we are satisfied with defining \( \rho_2 \) only on this subring, we can dispense with our Lemma 8. In fact, we can define \( \rho_2 \) on the subring of \( A(\Gamma_2(2)) \) generated by the biquadrates of theta-constants without using Lemma 8. Then we have only to extend \( \rho_2 \) using Lemma 7 (and using our fundamental lemma).
the elementary symmetric functions of \((\theta_m)^8\) by \(\Sigma_4, \Sigma_8, \ldots\). We know that they are homogeneous elements of \(A(\Gamma_8(1))\) of respective weights 4, 8, \ldots [cf. 8]. Furthermore, if \(a\) is a point of \(W\) and if \(\tau\) is one of the points of \(\mathcal{S}_g\) associated with \(a\), then \(\Sigma_{4k}(\tau)\) becomes the \(k\)-th elementary symmetric function of \(\theta_m(\tau)^8 \neq 0\) for \(k = 1, 2, \ldots\) up to \(\frac{1}{2} \cdot (2g + 2)/(g + 1)!^2\). Consequently, we see by Lemma 7 that \(I_{2gk} = \rho_2(\Sigma_{4k})\) is a homogeneous element of \(\mathcal{S}\) of weight \(2gk\) for \(k = 1, 2, \ldots\). Furthermore, if we denote by \(P_{2g+2}(x)\) the product of all \(x - a_i\), we have

\[
\Sigma_{4k}(\tau) = \mu^4k \cdot I_{2gk}(P_{2g+2}(x)),
\]

in which \(\mu^4 \neq 0\) is unique (although \(\mu\) itself is not unique). On the other hand, we have \(I_{2g}(P_{2g+2}(x)) \neq 0\) as long as the point \(a\) is not very special. In fact, if \(P_{g+1}(x) = x^{g+1} + \cdots\) is an arbitrary polynomial of degree \(g + 1\) with distinct roots, we have \(I_{2g}(P_{g+1}(x))^2 = 2g \cdot D(P_{g+1}(x))^2 \neq 0\), in which \(D(P_{g+1}(x))\) denotes the discriminant of \(P_{g+1}(x)\). Consequently, we have \(\Sigma_4(\tau) \neq 0\) as long as \(a\) is not very special. After these remarks, we shall consider the plane curve defined by the equation \(y^2 = P_{2g+2}(x)\). We then consider the following differentials

\[
dx/y, xdx/y, \ldots, x^{g-1}dx/y.
\]

On the non-singular model \(C\) of the above plane curve, they define linearly independent differentials of the first kind. Finally, we take a base of the homology group \(H_1(C, \mathbb{Z})\) so that the corresponding \(2g \times 2g\) intersection-matrix takes the canonical form. We take representatives of the members of the base so that their images on the plane curve do not pass through the points of ramification. If we integrate the column vector of the above \(g\) linearly independent differentials along the \(2g\) representatives, we get a \(g \times 2g\) period-matrix. Furthermore, it can be written in the form \(\psi^{(1)}(1)\) with a \(g \times g\) non-degenerate matrix \(\psi\). The matrix \(\tau\) is one of the points of \(\mathcal{S}_g\) associated with the point \(a\). Now, if we put \(\rho_2(\psi) = I\), we have \(\psi(\tau) = \mu^4 \cdot I(a)\) with an element \(I\) of the subring \(\mathcal{S}_g\) of \(\mathbb{C}[a^g]\). The problem is to show that \(I\) is symmetric in \(a_{g+1}^*, a_1^*, \ldots, a_{2g+1}^*\). It is sufficient to show that it is invariant under all transpositions, i.e., permutations interchanging only two indices. Suppose that the given transposition permutes \(a_{2g}\) and \(a_{2g+1}\), say. We choose a smooth Jordan curve passing through \(a_{2g}\) and \(a_{2g+1}\) such that the corresponding closed Jordan domain does not contain other points of ramification. We can then move both \(a_{2g}\) and \(a_{2g+1}\) in the same direction on the Jordan curve keeping other points of ramification fixed. At the same time, we deform the hyperelliptic curve \(C\) together with the \(2g\) representative
1-cycles, and we get $2g$ representative 1-cycles of a new base of $H_1(C, \mathbb{Z})$ with a similar property. The new base (written as a column vector) is obtained by a left multiplication of an element of $\Gamma_g(1)$ to the original base. Therefore, the left-hand side of

$$\psi(\tau)^k / \Sigma(\tau)^k = I(a)^k / I_{2g}(P_{2g+2}(x))^k$$

going back to its original value after the said deformation. Since $I_{2g}(P_{2g+2}(x))$ is a symmetric function of $a_0, a_1, \ldots, a_{2g+1}$, we see that $I(a)^k$ is invariant under the said transposition. Hence it is invariant under the symmetric group. Since the symmetric group has only two representations of degree one, i.e., the principal character and "sgn," we see that $I(a)$ is either symmetric or alternating. We shall show that the second possibility has to be rejected.

We observe that the left-hand side of

$$\psi(\tau) / \det(w)^k = (\mu / \det(w))^k \cdot I(a)$$

going back to the original value after the deformation we are talking about. Consequently $(\mu / \det(w))^k$ changes its sign at the same time with $I(a)$ by the deformation.\(^3\) In order to examine this situation more closely, we choose a base of $H_1(C, \mathbb{Z})$ so that the representative 1-cycle of the $(g + 1)$-th member of the base is a smooth Jordan curve containing $a_{2g}, a_{2g+1}$ such that the corresponding closed Jordan domain does not contain other points of ramification. The representative 1-cycle of the first member of the base is a smooth Jordan curve such that the intersection of the corresponding two closed Jordan domains is a closed Jordan domain containing $a_{2g}$ only, and other representative 1-cycles are all outside the closed Jordan domain containing $a_{2g}, a_{2g+1}$. For the sake of simplicity, we shall assume that the point 0 is in the Jordan domain containing $a_{2g}$ and $a_{2g+1}$. We then join $a_{2g}$ and $a_{2g+1}$ by a smooth curve passing through 0 in the Jordan domain. Under these assumptions, we move $a_{2g}$ and $a_{2g+1}$ toward the point 0 on the curve keeping other points of ramification fixed. Then the $g \times 2g$ period-matrix will approach to a matrix of the following form

$$\begin{pmatrix}
\infty & * & w'' & * \\
* & w' & 0 & w'
\end{pmatrix},$$

in which $w'(\tau_{1g+1})$ is the analogue of $w(\tau_{1g})$ for the plane curve defined by the equation $y^2 = P_{2g}(x) = (x - a_0) \cdots (x - a_{2g-1})$, and $w''$ is the loga-

\(^3\) According to a formula of Thomae [15], we have $\det(w)^k = (2\pi i)^k \mu^k$. If we use this formula, we can skip the subsequent argument, which will be used, however, for some other purpose.
rithmic period of the differential \(dx/x(P_{2g}(x))^{\frac{1}{2}}\) at the point \(x=0\). In particular, the point \(\tau\) approaches to

\[
\left(\infty \quad \tau'\right)
\]

while \(\det(w)\) approaches to \(\det(w') \cdot w'' \neq 0\). We shall show that \((\mu/\det(w))^k\) has a finite limit different from zero. For this purpose, we consider

\[
\Sigma_4(\tau)/\det(w)^4 = (\mu/\det(w))^4 \cdot I_{2g}(P_{2g+2}(x)).
\]

Then, by the limit process we are considering, the left-hand side approaches to \(2 \cdot \Sigma_4(\tau')/(\det(w') \cdot w'')^4\) while \(I_{2g}(P_{2g+2}(x))\) approaches to \(I_{2g}(x^2 P_{2g}(x))\). We are denoting by \(\Sigma_4'\) the analogue of \(\Sigma_4\) for the degree \(g - 1\). Therefore, the left-hand side is finite and different from zero. On the other hand, we have seen that \(I_{2g}(x^2 P_{2g}(x))\) is different from zero as long as \(P_{2g}(x)\) is not very special. Now, suppose that \(l(a)\) is alternating. Then \((\mu/\det(w))^k\) has to approach either to 0 or to \(\infty\) under the limit process. We have shown, however, that this is not the case. Therefore \(I(a)\) is symmetric, and this completes the proof.

As a consequence of Lemma 9, we see that the restriction of \(\rho_2\) to \(A(\Gamma_g(1))\) gives rise to a homomorphism \(\rho = \rho_1\) from \(A(\Gamma_g(1)) \cap (\text{domain of } \rho_2)\) to \(S\). We shall state our results in the following way:

**Theorem 4.** Let \(A(\Gamma_g(1))\) denote the graded ring of Siegel modular forms of degree \(g\) and of level one, and let \(S\) denote the graded ring of projective invariants of a binary form of degree \(2g + 2\). Then, there exists a ring homomorphism

\[
\rho: \text{a subring of } A(\Gamma_g(1)) \to S,
\]

which increases the weight by a \(\frac{1}{2}g\) ratio. The homomorphism \(\rho\) is uniquely defined except for the freedom \(\rho \mapsto i^{\alpha k}\rho\) on the homogeneous part \(A(\Gamma_g(1))_k\) of weight \(k\) for \(\alpha = 0, 1, 2, 3\). The subring, i.e., the domain of \(\rho\), contains all elements of even weights as well as all polynomials contained in \(A(\Gamma_g(1))\) in the theta-constants. An element \(\psi\) of \(A(\Gamma_g(1))\) belongs to the kernel of \(\rho\) if and only if \(\psi\) vanishes at every point of \(\Sigma_g\) associated with a hyper-elliptic curve.

We note that the domain of \(\rho\) coincides with \(A(\Gamma_g(1))\) for every odd \(g\). Furthermore, since \(\rho\) is injective for \(g = 2\), the theorem and our fundamental lemma show that the domain of \(\rho\) coincides with \(A(\Gamma_g(1))\) in this case. Actually, we know a sufficient condition for the domain of \(\rho\) to coincide with \(A(\Gamma_g(1))\) when \(g\) is even and when \(A(\Gamma_g(1))\) actually contains a homogeneous
element of an odd weight. The condition is that there exists an element $\psi$
of $A(\Gamma_g(2))_k$ for an odd $k$ which is a polynomial in the theta-constants and
which satisfies $\psi(\tau) \neq 0$ for at least one point $\tau$ associated with a hyper-
elliptic curve. We note that this condition is satisfied for $g=4$. In this
case, there exist 126 theta-constants $\theta_m$ satisfying $\theta_m(\tau) \neq 0$, and the product
of such $\theta_m$ defines an element of $A(\Gamma_4(2))_k$. We shall also remark that we
have certain information concerning the image of $\rho$. In general, if $S$ is any
graded integral domain, we shall denote by $F(S)$ the subfield of the field
of fractions of $S$ consisting of homogeneous elements of degree zero, i.e.,
quotients of homogeneous elements of $S$ of the same degree.

Supplement 1. The domain of $\rho$ coincides with $A(\Gamma_g(1))$ for every
odd $g$ and for $g=2, 4$. The range or the image of $\rho$ is large enough that
we have $F(\text{Im}(\rho)) = F(S)$.

Suppose that $F(S)$ is strictly larger than $F(\text{Im}(\rho))$. Then we can find
two general hyperelliptic curves which are birationally equivalent to the plain
curves defined by $y^2 = P_{2g+2}(x)$ and $y^2 = P_{2g+2}^*(x)$ such that $P_{2g+2}(x)$ and
$P_{2g+2}^*(x)$ are not projectively equivalent but the jacobian varieties of the
hyperelliptic curves are isomorphic (as principally polarized abelian varieties).
According to the Torelli theorem [cf. 18], if that is so, the two hyperelliptic
curves have to be isomorphic, and hence $P_{2g+2}(x)$ and $P_{2g+2}^*(x)$ have to be
projectively equivalent. We thus have a contradiction.

Supplement 2. Let $\chi$ denote a cusp form of $A(\Gamma_g(1))$ for which $\rho(\chi)$
is defined. Then $\rho(\chi)$ is divisible in the ring $S$ by the discriminant of a
binary form of degree $2g+2$, which has weight $2(2g+1)$.

We shall use the same notations as in the proof of Lemma 9. Then we have

$$\chi(\tau)^4 / \Xi_4(\tau)^k = \rho(\chi)(P_{2g+2}(x))/I_{2g}(P_{2g+2}(x)).$$

By the limit process $a_{2g}, a_{2g+1} \to 0$, this relation will specialize to the following relation

$$0 = \rho(\chi)(x^2 P_{2g}(x))/I_{2g}(x^2 P_{2g}(x)),$$

and hence $\rho(\chi)$ vanishes for $a_{2g}^* - a_{2g+1}^* = 0$. Therefore $\rho(\chi)$ is divisible
by $a_{2g}^* - a_{2g+1}^*$ in $C[a^*]$. Since $\rho(\chi)$ is symmetric, it is divisible by the
product of all $a_i^* - a_j^*$ for $i \neq j$. Since the corresponding quotient is alternating, it is divisible by the same product. Therefore $\rho(\chi)$ is divisible by the
discriminant.

A consequence of this supplement is that, if the weight of the cusp form
$\chi$ is smaller than $8 + 4/g$, we necessarily have $\rho(\chi) = 0$. We shall see that
the smallest $g$ for which such $\chi$ exists is 4.
4. Applications. The reason why the homomorphism \( \rho \) is of some use is that the ring \( S \) is easier to examine than the ring \( \Lambda(\Gamma_g(1)) \). For instance, the generating function of the graded ring \( S(n,r) \) can be calculated. In general, if \( N_w \) denotes the dimension of the homogeneous part of degree \( w \) of a graded ring generated over \( \mathbb{C} \) by a finite number of homogeneous elements of positive degrees, the generating function of the ring is the power-series \( 1 + N_1t + N_2t^2 + \cdots \). The series is convergent for \( |t| < 1 \), and it has a rational function of \( t \) as its analytic continuation such that the denominator is a product of a certain number of polynomials of the form \( 1 - t^p \). In the present case where \( S(n,r) \) is the given graded ring, because of the complete reducibility of representations, the dimension \( N_w \) is the number of the trivial representation contained in the representation of \( SL(n,\mathbb{C}) \) on the vector space of homogeneous polynomials of degree \( w \) in the \( u_{r_1}\ldots u_{r_n} \) with coefficients in \( \mathbb{C} \). Therefore, if we denote by \( \Phi_1, \ldots, \Phi_m \) the weights of the representation for \( w = 1 \), we have

\[
N_w = (1/n!) \int_0^1 \cdots \int_0^1 \sum e(i_1\Phi_1 + \cdots + i_m\Phi_m) \cdot \Delta d\phi_1 \cdots d\phi_{n-1},
\]

in which the summation is extended over non-negative integer solutions of \( i_1 + \cdots + i_m = w \) and in which \( \phi_1 + \cdots + \phi_n = 0 \) and

\[
\Delta = \prod_{i<j} (e(\phi_i) - e(\phi_j)).
\]

We refer to Weyl [20] for this formula. Passing to the generating function, we get

\[
\sum_{w=0}^{\infty} N_w t^w = (1/n!) \int_0^1 \cdots \int_0^1 \prod_{i=1}^m (1 - e(\Phi_i)t)^{-1} \cdot \Delta d\phi_1 \cdots d\phi_{n-1}.
\]

In the special case when \( n = 2 \), the \( m = r + 1 \) weights are simply \( r\phi, (r - 2)\phi, \ldots, -r\phi \). Therefore, the integral for \( N_w \) will give the difference of two numbers of partitions while the integral for the generating function can be calculated using residue symbols. For \( r = 2g + 2 \) we have

\[
\sum_{w=0}^{\infty} N_w t^w = (1/2(1 - t)) \cdot \text{Res}_{|z|<1} ( (1 - z^2)(1 - z^{-2})
\]

\[
\cdot (z \prod_{k=1}^{g+1} (1 - z^{2k}t)(1 - z^{-2k}t))^{-1} dz) = (1/2(-t)^{g+1}(1 - t)) \cdot \text{Res}_{|z|\leq1} ((z^2 - 1)^2 z^{g+3g-3})
\]

\[
\cdot (\prod_{k=1}^{g+1} (z^{2k} - t)(z^{2k} - t^{-1}))^{-1} dz).
\]
The residue at $z = \infty$ exists only in the case when $g = 0$, and we get $\text{Res}_\infty = -1$. Other residues exist at $z = t^{1/2\alpha}$ for $\alpha = 1, \cdots, g+1$, and there the residue is given by
\[
(-1/2\alpha) (1 - t^{1/\alpha})^2 t^{-(g^2 + 3g + 4)/2\alpha - 1} \cdot \left( \prod_{k=1}^{g+1} (1 - t^{-k/\alpha}) \cdot \prod_{k \neq \alpha} (t^{-1} - t^{-k/\alpha}) \right)^{-1}.
\]

Consequently, for $g = 0, 1, 2, 3$ the generating function is given by
\[
\frac{1}{1 - t^2}, \quad \frac{1}{1 - t^2} (1 - t^6)
\]
\[
(1 + t^{15})/(1 - t^2) (1 - t^4) (1 - t^6) (1 - t^{10})
\]
\[
(1 + t^8 + t^9 + t^{10} + t^{11}) / \prod_{p=2}^{7} (1 - t^p).
\]

We shall, now, consider each case separately. We shall denote the roots of $P_{2g+2}(x)$ by $\xi_1, \xi_2, \cdots, \xi_{2g+2}$ and, for the sake of simplicity, put $(ij) = \xi_i - \xi_j$. We note that for $g = 1, 2$ the homomorphism $\rho$ is injective. Suppose first that $g = 1$. Then we get two elements of $A(\Gamma_1(1))$ as
\[
2 \cdot \psi_4 = \sum (\theta_m)^8, \quad 2 \cdot \psi_6 = \sum \pm (\theta_m)^8 (\theta_n)^4,
\]
in which $(\theta_m)^8 (\theta_n)^4$ with $t_m = (0 0), \ t_n = (0 1)$ has $+1$ as its coefficient. The $\rho$-image of $2 \cdot \psi_4$ and $2 \cdot \psi_6$ are $I_2$ and $I_3$ with the following irrational expressions
\[
I_2(P_4(x)) = \sum (12)^2 (34)^2
\]
\[
I_3(P_4(x)) = \sum (12)^2 (34)^2 (13) (24).
\]

The form of the generating function of $S$ shows that we have $S = C[I_2, I_3]$, and hence
\[
A(\Gamma_1(1)) = C[\psi_4, \psi_6].
\]

The homomorphism $\rho$ is, therefore, a bijection decreasing the weight by a $1/2$ ratio. We note also that the $\rho$-image $I_6$ of the cusp form of the smallest weight
\[
(2^2/3^3)((\psi_4)^2 - (\psi_6)^2) = \prod (\theta_m)^8
\]
is the discriminant of $P_4(x)$.

We shall next consider the case when $g = 2$. There are five elements of $A(\Gamma_2(1))$ to be examined, and they are
\[2^2 \cdot \psi_4 = \sum (\theta_m)^8\]
\[2^2 \cdot \psi_6 = \sum_{\text{syzygous}} \pm (\theta_{m_1}\theta_{m_2}\theta_{m_3})^4\]
\[-2^{14} \cdot \chi_{10} = \prod (\theta_m)^2\]
\[2^{17} \cdot \chi_{12} = \sum (\theta_{m_1}\theta_{m_2}\cdots\theta_{m_6})^4\]
\[2^{50} \cdot i \cdot \chi_{35} = (\prod \theta_m) (\sum_{\text{syzygous}} \pm (\theta_{m_1}\theta_{m_2}\theta_{m_3})^{20}).\]

In the second symmetrization, the monomial \((\theta_{m_1}\theta_{m_2}\theta_{m_3})^4\) with \(\theta_{m_1} = (0000), \theta_{m_2} = (000\text{ }\frac{1}{2}), \theta_{m_3} = (00\frac{1}{2}0)\) has +1 as its coefficient. In the definition of \(\chi_{12}\), the summation is extended over fifteen complements of the so-called Göpel quadruples. A Göpel quadruple consists of four distinct even characteristics which form a syzygous sequence. In the definition of \(\chi_{35}\), the symmetrization of \(\pm (\theta_{m_1}\theta_{m_2}\theta_{m_3})^{20}\) is taken by the stabilizer of \(\prod \theta_m\) in \(Sp(2,\mathbb{Z})\) modulo the stabilizer of \((\theta_{m_1}\theta_{m_2}\theta_{m_3})^{20}\) with \(\theta_{m_1} = (0000), \theta_{m_2} = (000\text{ }\frac{1}{2}), \theta_{m_3} = (0\frac{1}{2}00)\). Incidentally, we are assuming that this monomial has +1 as its coefficient and also that the coefficients of \(m\) in \(\prod \theta_m\) are 0, \(\frac{1}{2}\). We shall denote the \(p\)-images of \(2^2 \cdot \psi_4, 2^2 \cdot \psi_6, \cdots\) by \(I_4, I_6, \cdots\). We observe that the graded ring \(S\) is generated by homogeneous elements \(A, B, C, D, E\) of respective degrees 2, 4, 6, 10, 15 such that \(E^2\) is a polynomial of \(A, B, C, D\). This is a consequence of the form of the generating function of \(S\). We can take

\[
A(P_6(x)) = \sum (12)^2(34)^2(56)^2
\]
\[
B(P_6(x)) = \sum (12)^2(23)^2(31)^2(45)^2(56)^2(64)^2
\]
\[
C(P_6(x)) = \sum (12)^2(23)^2(31)^2(45)^2(56)^2(64)^2(14)^2(25)^2(36)^2
\]
\[
D(P_6(x)) = (12)^2(13)^2 \cdots (56)^2
\]
\[
E(P_6(x)) = \prod \det \begin{bmatrix}
1 & \xi_1 + \xi_2 & \xi_1\xi_2 \\
1 & \xi_3 + \xi_4 & \xi_3\xi_4 \\
1 & \xi_5 + \xi_6 & \xi_5\xi_6
\end{bmatrix}
\]

and we get

\[
I_4 = B, \quad I_6 = (\frac{1}{2}) \cdot (AB - 3C), \quad I_{10} = D
\]
\[
I_{12} = AD, \quad I_{35} = 5^3 \cdot D^2 E.
\]

Similar calculations were made by Bolza [3] nearly eighty years ago.

Now, if \(\psi_k\) is an arbitrary element of \(A(T_2(1))_k\), its \(p\)-image is a polynomial in \(A, B, C, D, E\) with coefficients in \(C\). Therefore \(\psi_k\) can be written in the form

\[
F_0(\psi_4, \psi_6, \chi_{10}, \chi_{12}) + \sum_{p \geq 1} \sum_{p \geq 1} F_p(\psi_4, \psi_6, \chi_{12}) (\chi_{12}/\chi_{10})^p,
\]
multiplied by \( x_{35}/(x_{10})^2 \) if \( k \) is odd, in which \( F_p \) denote polynomials in \( \psi_4, \psi_6, x_{10}, x_{12} \) with coefficients in \( C \). On the other hand, the restrictions of \( \psi_4, \psi_6, x_{12} \) to \( \epsilon = \tau_{12} = 0 \) are algebraically independent over \( C \) and

\[
\frac{x_{12}}{x_{10}} = (\pi \epsilon)^{-2} + \cdots
\]

\[
\frac{x_{35}}{x_{10}} = e(\tau_1) e(\tau_2) (e(\tau_1) - e(\tau_2))(\pi \epsilon)^{-2} + \cdots,
\]

in which \( \tau_j \) is the \((j, j)\)-coefficient of \( \tau \) for \( j = 1, 2 \). Therefore, unless \( F_p = 0 \) for all \( p \geq 1 \), the modular form \( \psi_k \) will have a pole along \( \epsilon = 0 \). Furthermore, in the case when \( k \) is odd, we can write \( \psi_k \) in the form

\[
G_0(\psi_4, \psi_6, x_{10}, x_{12}) x_{35} + \sum_{p=1,2} G_p(\psi_4, \psi_6, x_{12})(x_{35}/(x_{10})^p),
\]

in which \( G_p \) denote polynomials in \( \psi_4, \psi_6, x_{10}, x_{12} \) with coefficients in \( C \). Again, unless \( G_p = 0 \) for \( p = 1, 2 \), the modular form \( \psi_k \) will have a pole along \( \epsilon = 0 \).

We have thus obtained the following result

\[
A(\Gamma_2(1)) = C[\psi_4, \psi_6, x_{10}, x_{12}, x_{35}].
\]

This is our second proof for the structure theorem of \( A(\Gamma_2(1)) \) and the third for the structure of its subring \( A(\Gamma_2(1))^{(2)} \) generated by modular forms of even weights [cf. 9]. Again, in the above proof, the exact analysis of the zeros of \( x_{10} \) is not necessary, while this is essential in the proofs of Freitag [5] and Hammond [6] for the structure of \( A(\Gamma_2(1))^{(2)} \).

We also note that an explicit form of \( E^2 \) as a polynomial of \( A, B, C, D \) can be calculated by a finite (admittedly rather tedious) process. The result can be translated into the language of modular forms, and it is as follows:

\[
(x_{35})^2 = (1/2^{13}3^9) \cdot x_{10} \cdot (2^{24}3^{15}(x_{12})^5 - 2^{13}3^6(\psi_4)^3(x_{12})^4
\]

\[
- 2^{13}3^2(\psi_6)^2(x_{12})^4 + 3^2(\psi_4)^6(x_{12})^3
\]

\[
- 2 \cdot 3^2(\psi_4)^3(\psi_6)^2(x_{12})^3 - 2^{14}3^6(\psi_4)^2\psi_6 x_{10}(x_{12})^3
\]

\[
- 2^{23}3^{12}5^2(\psi_4)(x_{10})^2(x_{12})^3 + 3^2(\psi_6)^4(x_{12})^3
\]

\[
+ 2^{11}3^{13}7(\psi_4)^4(x_{10})^2(x_{12})^2 + 2^{11}3^{55}5 \cdot 7 \psi_4(\psi_6)^2(x_{10})^2(x_{12})^2
\]

\[
- 2^{23}3^{55}(\psi_4)(x_{10})^5(x_{12})^2 - 2^2(\psi_4)^7(x_{10})^2(x_{12})^2 + 2 \cdot 3^2(\psi_4)^4(\psi_6)^2(x_{12})^2 x_{12}
\]

\[
+ 2^{11}3^{55} \cdot 19(\psi_4)^2(\psi_6)(x_{10})^5 x_{12}
\]

\[
+ 2^{20}3^{55}11(\psi_4)^4 x_{12} - 3^2(\psi_4)(\psi_6)^4(x_{10})^2 x_{12}
\]

\[
+ 2^{11}3^{55}2^2(\psi_6)^3(x_{10})^2 x_{12} - 2(\psi_4)^6(\psi_6)(x_{10})^3
\]

\[
- 2^{21}3^4(\psi_4)^5(x_{10})^4 + 2^2(\psi_4)^2(\psi_6)^3(x_{10})^2
\]
\[ + 2^{12}3^45^2(\psi_6)^2(\psi_6)^2(x_{10})^4 + 2^{11}3^{12}5^4\psi_4\psi_6(x_{10})^5 \]
\[-2(\psi_6)^5(x_{10})^3 + 2^{12}3^45^5(x_{10})^6. \]

Finally, we shall consider the case when \( g = 3 \). We shall first prove the following lemma which is not restricted to this case:

**Lemma 10.** The product of \( 2^{g-1}(2^g + 1) \) even theta-constants is an element of \( A(\Gamma_g(1)) \) for \( g \geq 3 \).

**Proof.** We shall show that the product, say \( \theta \), is a modular form of level 2 for \( g \geq 2 \). If the coefficients of \( m \) are 0, \( \frac{1}{2} \), we have

\[
\Sigma (m_i')^2 = \Sigma (m_i'')^2 = 2^{2g-4} \\
\Sigma m_i'm_j = \Sigma m_i''m_j'' = 2^{2g-5} \quad (i \neq j) \\
\Sigma m_i'm_j'' = \begin{cases} 
2^{2g-4}(2g-1) & (i = j) \\
2^{2g-5} & (i \neq j) 
\end{cases}
\]

in which the summations are taken over the \( 2^{g-1}(2^g + 1) \) even characteristics. Therefore \( \theta \) satisfies the condition in [8] to define a modular form of level 2 for \( g \geq 2 \). In order to show that \( \theta \) is actually a modular form of level one, we observe that, if \( M \) is an element of \( Sp(g, \mathbb{Z}) \), we have \( M \cdot \theta = \epsilon(M) \cdot \theta \) with some \( \epsilon(M) \) in \( C \). Clearly \( M \mapsto \epsilon(M) \) gives rise to a representation of \( Sp(g, \mathbb{Z}/2\mathbb{Z}) \) of degree one. On the other hand, it is well known that this group is simple for \( g \geq 3 \). Therefore, in this case, we have \( \epsilon(M) = 1 \) for every \( M \) in \( Sp(g, \mathbb{Z}) \). This completes the proof.

We know that the product \( \theta \) does not define a modular form of level one for \( g = 1, 2 \). In fact, we have to take its eighth power, square respectively.

Now, suppose that \( J^* \) and \( J \) are principally polarized abelian varieties such that \( J \) is a specialization of \( J^* \) over some field. Assume that \( J^* \) is a jacobian variety. Then \( J \) is either a jacobian variety or a product of jacobian varieties. This is a theorem of Hoyt [7]. We shall explain the second case more generally. If a principally polarized abelian variety \( J \) is a product of abelian varieties \( A_1, A_2 \) with a polar divisor of the form \( X_1 \times X_2 \) or \( A_1 \times X_2 \), each \( A_4 \) can be considered as a principally polarized abelian variety with \( X_4 \) as its polar divisor for \( i = 1, 2 \). In particular, if \( A_4 \) is a jacobian variety (with \( X_4 \) as a polar divisor), we say that \( J \) is a product of the jacobian varieties \( A_1, A_2 \). Of course, this can be extended to the case of several factors. On the other hand, suppose that \( \tau \) and \( \tau_i \) are points of \( \mathbb{E}_g \) and \( \mathbb{E}_g^i \), associated with \( J \) and \( A_i \) for \( i = 1, 2 \). Then \( \tau \) is equivalent with respect to \( Sp(g, \mathbb{Z}) \) to the following point
\[
\begin{pmatrix}
\tau_1 & 0 \\
0 & \tau_2
\end{pmatrix}.
\]

The point \(\tau\) may, therefore, be called a reducible point.

After these remarks, we shall consider the special case when \(g = 3\). We shall denote the modular form introduced in Lemma 10 by \(\chi_{18}\) for \(g = 3\). Observe that \(\chi_{18}\) is a cusp form of weight 18. We shall show that the kernel of the homomorphism \(\rho\) is the principal ideal of \(A(\Gamma_8(1))\) generated by \(\chi_{18}\). In general, let \(\tau\) denote a point of \(\mathcal{E}_g\) associated with a hyperelliptic curve. Then

\[
2^{g-1}(2^g + 1) - \binom{2g + 1}{g} = 0, 1, 10, \ldots
\]
even theta-constants vanish at the point \(\tau\). Consequently, the product of all even theta-constants is in the kernel of \(\rho\) for \(g \geq 3\), and hence \(\rho(\chi_{18}) = 0\). In the following lemma, the modular form \(\Sigma_{140}\) is the thirty-fifth elementary symmetric function of \((\theta_m)^8\):

**Lemma 11.** Let \(\tau\) denote an arbitrary point of \(\mathcal{E}_3\). Then it corresponds to a non-hyperelliptic jacobian variety when \(\chi_{18}(\tau) \neq 0\). It corresponds to a hyperelliptic jacobian variety when \(\chi_{18}(\tau) = 0, \Sigma_{140}(\tau) \neq 0\), and it is reducible when \(\chi_{18}(\tau) = \Sigma_{140}(\tau) = 0\).

**Proof.** Before we start proving the lemma, we shall make it clear that it depends heavily on Lemma 5. Using the notations there, let \(u^*\) denote a generic point of \(U\) over some common field of definition, say \(K\), of \(U, U^*\) and \(T_f\). Also, let \(u\) denote the point of \(U\) which corresponds to \(\tau\). Then \(J^* = f^{-1}(u^*)\) is a non-hyperelliptic jacobian variety (with a level \(l\) structure). Moreover \(J = f^{-1}(u)\) is the unique specialization of \(J^*\) over the specialization \(u^* \to u\) with reference to \(K\). Therefore \(J\) is either a jacobian variety or a product of jacobian varieties. In the second case, we have seen that the point \(\tau\) is reducible. On the other hand, if \(J\) is a hyperelliptic jacobian variety, exactly one even theta-constant vanishes at \(\tau\), and hence \(\chi_{18}(\tau) = 0, \Sigma_{140}(\tau) \neq 0\). Moreover, if \(\tau\) is irreducible, at least six even theta-constants vanish at \(\tau\), and hence \(\chi_{18}(\tau) = \Sigma_{140}(\tau) = 0\). Suppose that we have \(\chi_{18}(\tau) = 0\). Then, the symmetric polar divisor of \(J\) will carry at least 29 points of order two. A remark at the end of Section 2 shows that the symmetric polar divisor has a singular point. Another remark there shows that \(J\) can not be a non-hyperelliptic jacobian variety. This completes the proof.

We believe that Lemma 11 answers a question raised by L. Bers in a satisfactory manner. Stated in a very weak form, the lemma says that, if a
point \( \tau \) of \( \mathfrak{S}_3 \) is not reducible, it corresponds to a jacobian variety of a curve (of genus three).

Suppose now that \( \psi \) is a homogeneous element in the kernel of the homomorphism \( \rho \). Then \( \psi \) vanishes at every point of \( \mathfrak{S}_3 \) associated with a hyperelliptic curve. Therefore \( \psi \) vanishes along every (irreducible) component of the divisor \( (x_{18}) \) of the zeros of \( x_{18} \). Consequently, the quotient \( \psi / x_{18} \) is holomorphic in \( \mathfrak{S}_3 \), and hence will define a modular form, provided that the divisor \( (x_{18}) \) has no multiple component. We observe that all components of \( (x_{18}) \) are conjugate with respect to \( Sp(3, \mathbb{Z}) \). On the other hand, if \( \tau_0 \) is a point of \( \mathfrak{S}_2 \), where no even theta-constants vanish, and if \( w \) is a point of \( \mathfrak{S}_2 \), we can expand \( x_{18}(T) \) with \( T_0 \in \mathbb{Z} \) into a power-series in the coefficients \( z_1, z_2, z_3 \) of \( z \). Moreover, the leading form of this expansion is of degree six, and it is given by

\[
- \left( \frac{1}{2} \right)^6 \cdot \left( \prod_{m_0} \theta_{m_0}(\tau_0) \right)^6 \left( \prod_{m_0} \theta_{m_0}(w) \right)^{16} \cdot \prod_{m_0} \left( \left( \frac{\partial \theta_{m_0}}{\partial z_1} \right)_{z_0 = 0} + \left( \frac{\partial \theta_{m_0}}{\partial z_2} \right)_{z_0 = 0} \right),
\]

in which the first two products are extended over ten and three even characteristics while the third product is extended over six odd characteristics. We are also putting

\[
\frac{\partial \theta_{m_0}(\tau_0, z)}{\partial z_j} \bigg|_{z = 0} = \left( \frac{\partial \theta_{m_0}}{\partial z_j} \right)_{z_0 = 0}
\]

for \( j = 1, 2 \). By our previous assumption on the point \( \tau_0 \), this sextic form is different from zero, and the six linear forms are distinct. Actually, this sextic form defines a hyperelliptic curve of genus two, and the point \( \tau_0 \) is one of the points of \( \mathfrak{S}_2 \) associated with this hyperelliptic curve [cf. 12]. We note that the fact that the divisor \( (x_{18}) \) has no multiple component can also be proved by a different method.

**Theorem 5.** The homomorphism \( \rho \) is bijective for \( g = 1 \), injective for \( g = 2 \), and the kernel is the principal ideal of \( A(\Gamma_3(1)) \) generated by the cusp form \( x_{18} \) of weight 18 for \( g = 3 \). In the case when \( g = 2 \), the graded ring \( S \) is generated over the image ring by \( x_{12}/x_{10} \) and \( x_{33}/(x_{10})^2 \). In the case when \( g = 3 \), there are no cusp forms of weights less than twelve. Moreover, the \( \mathbb{C} \)-base of \( A(\Gamma_3(1))_{2k} \) for \( k = 1, 2, \ldots, 5 \) is given by \( 0, \psi_4, \psi_6, (\psi_4)^2, \psi_4\psi_6, \psi_6, \psi_{10} \) such that \( \psi_4, \psi_6, \psi_{10} \) have \( \psi_4, \psi_6, x_{10} \) for degree two as their images under the \( \Phi \)-operator.
Proof. The first parts are already proved. We shall, therefore, prove the second parts. Suppose that \( \chi \) is a cusp form (different from the constant zero) of weight \( 2k \) for \( k \leq 5 \). Then \( \rho(\chi) \) is a projective invariant of a binary octavic of weight \( 3k \). Since \( \chi \) is not divisible by \( \chi_{18} \), we have \( \rho(\chi) \neq 0 \). On the other hand, Supplement 2 to Theorem 4 shows that \( \rho(\chi) \) is divisible by the discriminant, which is a projective invariant of weight 14. The only possibility is that \( k = 5 \). But then the corresponding quotient will become a projective invariant of weight one, a contradiction. We shall prove the last part. By what we have shown, the dimensions of \( A(\Gamma_3(1))_{2k} \) for \( k = 1, 2, \ldots, 5 \) are at most 0, 1, 1, 1, 2. We shall construct modular form \( \psi_4, \psi_6, \psi_{10} \) of weights 4, 6, 10 which generate \( A(\Gamma_3(1))_{2k} \) for \( k \leq 5 \). We simply take

\[ \psi_4 = (\frac{1}{2})^5 \sum (\theta_m)^8. \]

As for \( \psi_6 \), we take

\[ \psi_6 = (\frac{1}{2})^5 \cdot \sum' M \cdot (\sum \theta_{m''}^O) (\prod \theta_{m''}^O), \]

in which \( M \mod 2 \) runs over \( Sp(3, \mathbb{Z}/2\mathbb{Z}) \) modulo its subgroup of index 135 defined by \( "c = 0." \) As for \( \psi_{10} \), we denote the product of eight \( \theta_m \) with \( m' = 0 \) by \( P_1 \) and by \( P_2 \) the product of \( \theta_m \) such that \( m'_3 = m''_3 = 0 \) and such that \( m_0 = (m'_1, m'_2, m'_1, m''_2) \) runs over the set of six even characteristics in degree two in which \( m'_0 \equiv 0 \mod 1 \). Then we consider

\[ -2^{14} \cdot \psi_{10} = (1/2^5 3 \cdot 5) \cdot \sum' M \cdot P_1 (P_2)^2, \]

in which \( M \mod 2 \) runs over \( Sp(3, \mathbb{Z}/2\mathbb{Z}) \) modulo its subgroup of index 30240 consisting of matrices which are composed of \( M_0 \mod 2 \) in \( Sp(2, \mathbb{Z}/2\mathbb{Z}) \) and of \( 1_2 \) such that \( "c_0 = 0." \) in \( M_0 \). It is easy to verify that \( \psi_4, \psi_6, \psi_{10} \) thus constructed have the required properties. This completes the proof.

Actually, we know considerably more about the graded ring \( A(\Gamma_3(1)) \). The whole difficulty lies in the fact that this ring is complicated and not in the inadequacy of our method in any sense. We shall publish our results on some other occasion. Instead, we shall discuss a problem raised by E. Witt in [21].

As it has been observed by Witt, if \( \sigma \) denotes a half-integer, positive, non-degenerate matrix with the property \( \det(2\sigma) = 1 \), its degree is necessarily

\[ ^{4\text{We have been informed by Professors Siegel and Witt that this problem has been settled by M. Kneser in his forthcoming paper entitled, "Lineare Relationen zwischen Darstellungsanzahlen quadratischer Formen."}}\]
of the form $8k$ and, for every non-negative integer $g$, the corresponding theta-series

$$f_{\sigma}(\tau) = \sum_u e(\text{tr}(\sigma u \tau u))$$

for $\tau$ in $\mathbb{C}_g$ defines an element of $A(\Gamma_g(1))_{4k}$. We note that the above summation is taken over the set of all $8k \times g$ integer matrices. Clearly, if we apply the $\Phi$-operator to $f_{\sigma}$ for the degree $g$, we get $f_{\sigma}$ for the degree $g-1$, and $f_{\sigma} = 1$ for $g = 0$. Moreover, if we expand $f_{\sigma}$ into Fourier series as

$$f_{\sigma}(\tau) = \sum_{\sigma'} A(\sigma, \sigma') e(\text{tr}(\sigma' \tau)),$$

in which $\sigma'$ runs over the set of all half-integer, positive matrices of degree $g$, the coefficient $A(\sigma, \sigma')$ gives the number of representations of $\sigma'$ by $\sigma$.

Now, if we consider the lattice in $\mathbb{R}^{8k}$ consisting of vectors $x$ with coefficients $x_i$ satisfying $x_i = 0 \mod \frac{1}{2}$, $x_i = x_j \mod \frac{1}{2}$, $\sum x_i = 0 \mod 1$, the euclidean metric restricted to this lattice gives rise to an equivalence class of such $\sigma$ for any given $k$. We shall denote its representative by $\sigma_k$. On the other hand, the class number of all possible $\sigma$ is known for $k = 1, 2$, and it is $1, 2$. For $k = 2$, if we denote the direct sum of two $\sigma_1$ by $\sigma_{11}$, then $\sigma_{11}$ and $\sigma_2$ form a complete set of representatives. The problem of Witt is whether we have $A(\sigma_{11}, \sigma') = A(\sigma_2, \sigma')$ for all $\sigma'$ of degree 3, i.e., whether we have $f_{\sigma_{11}} = f_{\sigma_2}$ for $g = 3$. Theorem 5 shows that the answer is affirmative. Moreover, we have

$$A(\sigma_{11}, 1_4) - A(\sigma_2, 1_4) = 2^{12}3^35 \cdot 7 \cdot 53.$$

We shall state this fact in the following way:

**Corollary.** The difference $x_8 = f_{\sigma_{11}} - f_{\sigma_2}$ for the degree $g = 4$ is a cusp form of weight 8 (different from the constant zero).

We note that, in the case when $g = 3$, the unique modular form of weight 8 has four different expressions, one as an Eisenstein series (in the sense of Siegel), the second as $f_{\sigma_{11}}$ and the third as $f_{\sigma_2}$ and the fourth as a homogeneous polynomial of degree two in $(\theta_m)^8$. The resulting identities seem to be of highly non-trivial nature.

**The Johns Hopkins University.**
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