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Abstract

Let A = {a1, . . . , ak} and B = {b1, . . . , bk} be two subsets of an Abelian group G, k ≤ |G|.
Snevily conjectured that, when G is of odd order, there is a permutation π ∈ Sk such that
the sums ai +bπ(i), 1 ≤ i ≤ k, are pairwise different. Alon showed that the conjecture is true
for groups of prime order, even when A is a sequence of k < |G| elements, i.e., by allowing
repeated elements in A. In this last sense the result does not hold for other Abelian groups.
With a new kind of application of the polynomial method in various finite and infinite fields
we extend Alon’s result to the groups (Zp)α and Zpα in the case k < p, and verify Snevily’s
conjecture for every cyclic group of odd order.

1 Introduction

A transversal of an n × n matrix is a collection of n cells, no two of which are in the same
row or column. A transversal of a matrix is a Latin transversal if no two of its cells contain
the same element. A conjecture of Snevily [6, Conjecture 1] asserts that, for any odd n, every
k × k sub-matrix of the Cayley addition table of Zn contains a Latin transversal. Putting it
differently, for any two subsets A and B with |A| = |B| = k of a cyclic group G of odd order
n ≥ k, there exist numberings a1, . . . , ak and b1, . . . , bk of the elements of A and B respectively
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such that the k sums ai + bi, 1 ≤ i ≤ k, are pairwise different. In fact, this is also conjectured
for arbitrary Abelian groups G of odd order [6, Conjecture 3]. The statement does not hold for
cyclic groups of even order as shown, for example, by taking A = B = G, whereas for this choice
it clearly holds when |G| is odd (just take ai = bi, i = 1, . . . , n). For arbitrary groups of even
order take A = B = {0, g}, with g an involution, to get a counterexample. Here we first verify
Snevily’s conjecture for arbitrary cyclic groups of odd order.

Theorem 1 Let G be a cyclic group of odd order. Let A = {a1, a2, . . . , ak} and B be subsets of
G, each of cardinality k. Then there is a numbering b1, . . . , bk of the elements of B such that
the sums a1 + b1, . . . , ak + bk are pairwise different.

Alon [2] proved the conjecture in the particular case when n = p is a prime number. Actually he
proved a stronger result which can be considered as a special case of the following result when
α = 1.

Theorem 2 Let p be a prime number, α a positive integer and G = Zpα or G = (Zp)α. Let
(a1, . . . , ak), k < p, be a sequence of not necessarily distinct elements in G. Then, for any subset
B ⊂ G of cardinality k there is a numbering b1, . . . , bk of the elements of B such that the sums
a1 + b1, . . . , ak + bk are pairwise different.

Note that the above theorem is not true with k = p (see [2]). Following Alon’s approach, our
starting point is the following result called ‘Combinatorial Nullstellensatz’.

Theorem 3 (Alon [1]) Let F be an arbitrary field and let f = f(x1, . . . , xk) be a polynomial
in F [x1, . . . , xk]. Suppose that there is a monomial

∏k
i=1 xti

i such that
∑k

i=1 ti equals the degree
of f and whose coefficient in f is nonzero. Then, if S1, . . . , Sk are subsets of F with |Si| > ti
then there are s1 ∈ S1, s2 ∈ S2, . . . sk ∈ Sk such that f(s1, . . . , sk) 6= 0.

For the case G = (Zp)α the proof of Theorem 2 is almost the same as the one given by Alon in
[2] which we sketch here to demonstrate the method.

Let p be a prime number and let Fq be the finite field of order q = pα. Identify the group
G = (Zp)α with the additive group of Fq. Consider the polynomial

f(x1, . . . , xk) =
∏

1≤j<i≤k

((xi − xj)(ai + xi − aj − xj))

=
∏

1≤j<i≤k

((xi − xj)(xi − xj)) + terms of lower degree.

The degree of f is k(k−1) and the coefficient of
∏k

i=1 xk−1
i in f is c = (−1)(

k
2)k! (see Section 2).

Since the characteristic of the field is p > k, it follows that c is a nonzero element. By applying
Theorem 3 with ti = k − 1 and Si = B for i = 1, . . . , k, we obtain elements b1, . . . bk ∈ B such
that ∏

1≤j<i≤k

((bi − bj)(ai + bi − aj − bj)) 6= 0.
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Therefore, the elements b1, . . . , bk are pairwise distinct and so are the k sums b1 +a1, . . . , bk +ak.
This completes the proof for G = (Zp)α. 2

So far we only have exploited the additive structures of finite fields; and it is clear that (Zp)α

are the only groups that can be treated this way. On the other hand, every cyclic group is the
subgroup of the multiplicative group of certain fields, and there exists a multiplicative analogue
of the above described method, which is worked out in the following section. We apply this
method to obtain Theorems 1 and 2 in Section 3. In the remaining part of the paper we study
the possibility of further extending these results. In particular, we attempt to attack in Section
5 another conjecture of Snevily [6, Conjecture 2], namely that, if n is even, a k × k sub-matrix
of the Cayley addition table of Zn contains a Latin transversal unless k is an even divisor of n
and the rows and columns of the sub-matrix are each cosets of the unique subgroup of order k
in Zn.

2 The multiplicative analogue

In this section we study how to modify Alon’s method if we wish to identify G with a subgroup
of the multiplicative group of a suitable field. This will reduce the original problems to the study
of permanents of certain Vandermonde matrices.

Denote by V (y1, . . . , yk) the Vandermonde matrix

V (y1, . . . , yk) =


1 y1 . . . yk−1

1

1 y2 . . . yk−1
2

...
...

...
1 yk . . . yk−1

k

 .

For a matrix M = (mij)1≤i,j≤k, the permanent of M is PerM =
∑

π∈Sk
m1π(1)m2π(2) . . .mkπ(k).

Lemma 4 Let F be an arbitrary field and suppose that PerV (a1, . . . , ak) 6= 0 for some elements
a1, a2, . . . , ak ∈ F . Then, for any subset B ⊂ F of cardinality k there is a numbering b1, . . . , bk

of the elements of B such that the products a1b1, . . . , akbk are pairwise different.

Proof. Consider the following polynomial in F [x1, . . . , xk]

f(x1, . . . , xk) =
∏

1≤j<i≤k

((xi − xj)(aixi − ajxj)) .
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The degree of f is clearly not greater than k(k − 1). In addition,

f(x1, . . . , xk) = DetV (x1, . . . , xk) ·DetV (a1x1, a2x2, . . . , akxk)

=

 ∑
π∈Sk

(−1)I(π)
k∏

i=1

x
(i−1)
π(i)

  ∑
τ∈Sk

(−1)I(τ)
k∏

i=1

(aτ(i)xτ(i))
(i−1)


=

 ∑
π∈Sk

(−1)I(π)
k∏

i=1

x
(i−1)
π(i)

  ∑
τ∈Sk

(−1)I(τ)
k∏

i=1

(aτ(k+1−i)xτ(k+1−i))
(k−i)


=

 ∑
π∈Sk

(−1)I(π)
k∏

i=1

x
(i−1)
π(i)

  ∑
π∈Sk

(−1)(
k
2)−I(π)

k∏
i=1

(aπ(i)xπ(i))
(k−i)

 .

Therefore, the coefficient c(a1, . . . , ak) of the monomial
∏k

i=1 xk−1
i in f ,

c(a1, . . . , ak) =
∑
π∈Sk

(−1)(
k
2)

k∏
i=1

ak−i
π(i)

= (−1)(
k
2)

∑
π∈Sk

k∏
i=1

ai−1
π(k+1−i)

= (−1)(
k
2)

∑
τ∈Sk

k∏
i=1

ai−1
τ(i)

= (−1)(
k
2)PerV (a1, . . . , ak)

is different from 0 (in particular, c(1, . . . , 1) = (−1)(
k
2)k!). Consequently, f is of degree k(k −

1), and we can apply Theorem 3 with ti = k − 1 and Si = B for i = 1, . . . , k to obtain k
distinct elements b1, . . . , bk in B such that the products a1b1, . . . , akbk are pairwise distinct.
This completes the proof of the lemma. 2

Another proof of Lemma 4, independent of Theorem 3, is based on the following identity. Let
1 ∈ R be a commutative ring, u1, . . . , uk, v1, . . . , vk indeterminates. For any permutation π ∈ Sk,
define

Pπ = Pπ(u1, . . . , uk; v1, . . . , vk) =
∏

1≤j<i≤k

(uivπ(i) − ujvπ(j)) ∈ R[u1, . . . , uk, v1, . . . , vk] .

An easy algebraic manipulation yields

Lemma 5 ∑
π∈Sk

Pπ = DetV (u1, . . . , uk)PerV (v1, . . . , vk) .

2
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2nd proof of Lemma 4. Suppose B = {b′1, . . . , b′k}. It follows from Lemma 5 that∑
π∈Sk

Pπ(b′1, . . . , b
′
k; a1, . . . , ak) = DetV (b′1, . . . , b

′
k)PerV (a1, . . . , ak)

=

 ∏
1≤j<i≤k

(b′i − b′j)

 PerV (a1, . . . , ak)

is different from zero. Consequently, there is a permutation π ∈ Sk such that

Pπ(b′1, . . . , b
′
k; a1, . . . , ak) =

∏
1≤j<i≤k

(b′iaπ(i) − b′jaπ(j)) 6= 0 .

Writing σ = π−1 and bi = b′σ(i), we can conclude that the aibi’s are pairwise different. 2

3 Proof of the Theorems

Proof of Theorem 1. Write |G| = m and let α = φ(m), where φ is Euler’s totient function;
then 2α ≡ 1 (mod m). Consider F = F2α , its multiplicative group F× is a cyclic group of
order 2α − 1. Thus, G can be identified with a subgroup of F×, the operation on G being the
restriction of the multiplication in F . Since F is of characteristic 2, we have

PerV (a1, . . . , ak) = DetV (a1, . . . , ak) =
∏

1≤j<i≤k

(ai − aj) 6= 0 .

The result follows immediately from Lemma 4. Alternatively, we can use Lemma 5 to prove
that there is a permutation π ∈ Sk such that Pπ(a1, . . . , ak; b1, . . . , bk) 6= 0. 2

Proof of Theorem 2 for G = Zpα. Consider the cyclotomic field F = Q(ξ), where ξ is a
primitive qth root of unity and q = pα. The degree of this extension is [Q(ξ) : Q] = pα − pα−1.
Identify G with the multiplicative subgroup {1, ξ, ξ2, . . . , ξq−1} of Q(ξ). As before, the result
would be an immediate consequence of the fact PerV (a1, . . . , ak) 6= 0. To verify this fact, note
that each term

∏k
i=1 ai−1

τ(i) of this permanent is a qth root of unity. Thus, PerV (a1, . . . , ak) is the
sum of qth roots of unity, where the number of summands, k!, is not divisible by p. Therefore,
it is enough to prove the following lemma.

Lemma 6 If ε1, . . . , εt are qth roots of unity such that
∑t

i=1 εi = 0, then t is divisible by p.

Lemma 6 follows from the more precise statement in Lemma 7 below. Let ωp = e2πi/p. For each
η ∈ F such that ηq = 1 we have

∑p
i=1 ηωi

p = η
∑p

i=1 ωi
p = 0. We say that a set X = {ε1, . . . , εp}

of qth roots of unity is simple if there is η ∈ F with ηq = 1 such that X = {ηωp, ηω2
p, . . . , ηωp

p}.

Lemma 7 Let εi, i ∈ I be qth roots of unity such that
∑

i∈I εi = 0. Then there is a partition
I = ∪Jr such that {εj | j ∈ Jr} is a simple set for each r.
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Proof. Consider V = Q(ξ) as a vector space over Q. The dimension of V is φ(q) = pα − pα−1.
Let, for 0 ≤ s ≤ q−1, Ks = {i | εi = ξs}, and write cs = |Ks|. Let s ≡ s̄ mod pα−1, 0 ≤ s̄ < pα−1.
Note that {ξs, ξs+pα−1

, . . . , ξs+(p−1)pα−1} is a simple set for every 0 ≤ s < pα−1. Thus,

0 =
∑
i∈I

εi =
q−1∑
s=0

csξ
s =

q−1∑
s=0

csξ
s −

pα−1−1∑
s=0

cs(ξs + ξs+pα−1
+ . . . + ξs+(p−1)pα−1

)

=
q−1∑
s=0

(cs − cs̄)ξs =
q−1∑

s=pα−1

(cs − cs̄)ξs .

Since {1, ξ, ξ2, . . . , ξφ(q)−1} is a basis of V , {ξs | pα−1 ≤ s ≤ pα − 1} is also an independent
set. Thus, cs = cs̄ for every 0 ≤ s ≤ q − 1. Each set Jr of the desired partition of I can then
be obtained by choosing one element in each one of the sets Ks,Ks+pα−1 , . . . ,Ks+(p−1)pα−1 , for
every choice of s, 0 ≤ s < pα−1 such that Ks 6= ∅. 2

Since every simple set has exactly p elements, Lemma 6 follows and the proof is complete. 2

A more direct proof of Lemma 6 is due to Imre Z. Ruzsa and goes as follows. There is an rth

root of unity ε (r = pβ, β ≤ α) such that there exist positive integers αi with εi = εαi . Consider
the polynomial P (x) =

∑t
i=1 xαi , then P (ε) = 0. It follows that the rth cyclotomic polynomial

Φr is a divisor of P in the ring Z[x]. Consequently, p = Φr(1) divides P (1) = t. 2

4 Bad sequences

For a fixed integer k, the statements of Theorems 1 and 2 can be expressed in the first order
language of Abelian groups. It is immediate that these assertions hold in Z and in any ordered
Abelian group in general. Consequently, it follows from a standard compactness argument (see
[4]) that the assertions hold in any finite Abelian group whose order is not divisible by small
prime numbers. A quantitative estimate, exponential in k, can be obtained with the so-called
rectification principle [3, 4]. Thus, Snevily’s conjecture asserts that the statement of Theorem 1
holds whenever |G| is not divisible by 2. We believe that the statement of Theorem 2 is always
true if the smallest prime divisor of |G| exceeds k. We also believe that the structure of the
counterexamples in other cases cannot be arbitrary, see Problem 1 below.

Let G be any Abelian group and A = (a1, a2, . . . , ak), k ≤ |G|, be any sequence of group elements.
A is said to be a bad sequence if there is a subset B ⊂ G of cardinality k such that, for any
numbering b1, . . . , bk of the elements of B, there are 1 ≤ i < j ≤ k such that ai + bi = aj + bj .
Assume that G is a subgroup of the multiplicative group of some field F . It follows from Lemma
4 that A cannot be bad if PerV (a1, . . . , ak) 6= 0 in F . It is possible that a better understanding
of permanents of Vandermonde matrices may even help in the characterization of bad sets. We
will illustrate this point with the study of the cases k = 2, 3. There must be, however, certain
limitations to this approach, as shown by the following example.

Example 1 Suppose that G ∼= Z8 is the subgroup of the multiplicative group of some field, and
A = {a1 = 1, a2 = g2, a3 = g3} where g is a generator for G. Then PerV (a1, a2, a3) = 0 although
A is not a bad sequence.
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Proof. Writing additively A = {0, 2, 3}, a short case analysis based on the number of even/odd
elements of B ⊂ G, |B| = 3 shows that a required numbering b1, b2, b3 of the elements of B
always exists. On the other hand,

PerV (a1, a2, a3) = Per

 1 1 1
1 g2 g4

1 g3 g6

 = g2(1 + g + g2)(1 + g4) = 0 ,

given that g4 = −1. 2

Next we give a complete description of the bad sequences of length ≤ 3 in cyclic groups.

Example 2 Characterization of the bad sequences in the case k = 2.

Identify G ∼= Zn with a subgroup of C×, as in the proof of Theorem 2. Let ε, η be nth roots of
unity. Then PerV (ε, η) = ε + η = 0 if and only if η = −ε = ω

n/2
n ε. Consequently, A = (a1, a2)

can be a bad sequence in Zn only if n is even and a2 = a1 + n/2, in which case it is indeed a
bad sequence.

Example 3 Characterization of the bad sequences in the case k = 3.

Again we identify G ∼= Zn with a subgroup of C×. Let ε, η, ζ be nth roots of unity, n ≥ 3. In
this case PerV (ε, η, ζ) = 0 if and only if

(ε + η)(η + ζ)(ζ + ε) = 2εηζ ,

that is,
(1 + x)(1 + y)(1 + z) = 2 (1)

where x = η/ε, y = ζ/η, z = ε/ζ are all nth roots of unity and xyz = 1.

Recall (see e.g. [5]) that for ω a primitive nth root of unity (n > 1), the norm of 1 − ω in the
nth cyclotomic field Qn = Q(ω) is

NQn/Q(1− ω) =
∏

1≤j<n
(j,n)=1

(1− ωj) =
{

1 if n is not a prime power,
p if n is a power of the prime p.

Moreover, −ω is also a primitive nth root of unity if n is even and a primitive (2n)th root of
unity otherwise. Consequently,

NQ2n/Q(1 + ω) =


2φ(2n) if ω = 1,
0 if ω = −1,
2φ(2n)/2α−1

if ω is a primitive (2α)th root of unity, α ≥ 2,
1 otherwise.

By the multiplicative property of the norm, equality (1) can hold only if

• (i) one of x, y, z (say x) is 1, or
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• (ii) one of x, y, z (say x) is a primitive 4th root of unity, while y and z are primitive 8th

roots of unity.

In the first case we have ε = η, and with u = ζ/ε, PerV (ε, η, ζ) = ε3PerV (1, 1, u) = 2ε3(1+u+u2)
is 0 if and only if u is a primitive 3rd root of unity, in which case (ε, η, ζ) is indeed a bad sequence.

In the second case PerV (ε, η, ζ) = ε3PerV (1, x, xy)) = ε3((x− 1)− y2(1 + x)) is 0 if and only if
y2 = x = ±i. This, however, yields no bad sequences, see Example 1.

Consequently, A = (a1, a2, a3) is a bad sequence in Zn if and only if n is divisible by 3, and for
some permutation (i, j, k) of the indices (1, 2, 3), ai = aj = ak ± n/3.

These results could have certainly been obtained without any algebraic consideration. We only
worked them out to indicate that there may be further applications of our method. The above
calculations also yield to an alternative proof of Theorem 1, and suggest that being bad is a
local property.

2nd proof of Theorem 1. Identify G ∼= Zn with a subgroup of C× and suppose a1, a2, . . . , ak

are all nth roots of unity, n odd. Note that PerV (a1, . . . , ak) = DetV (a1, . . . , ak) + 2A =∏
1≤j<i≤k(ai − aj) + 2A, where A ∈ Qn is an algebraic integer. Were PerV (a1, . . . , ak) = 0 we

would have
∏

1≤j<i≤k(1−aj/ai) = 2B with an algebraic integer B ∈ Qn. The norm of the right
hand side in Qn is divisible by N(2) = 2φ(n). On the other hand, if aj/ai is a primitive mth

root of unity for some divisor m of n, then NQn/Q(1 − aj/ai) = (NQm/Q(1 − aj/ai))φ(n)/φ(m) is
an odd integer, unless m = 1. Consequently, (a1, a2, . . . , ak) cannot be a bad sequence, unless
there are indices 1 ≤ j < i ≤ k with ai = aj . 2

Problem 1 Is it true that, if A = (a1, a2, . . . , ak) is a bad sequence in an Abelian group G, then
there exists a subgroup H ≤ G with |H| = k, a bad sequence A′ = (a′1, a

′
2, . . . , a

′
k) in H, and an

element c ∈ G such that ai = a′i + c for every 1 ≤ i ≤ k?

If true, it would settle down Snevily’s other conjectures mentioned in the introduction. Indeed,
assume that the answer is yes. Let first G be any Abelian group of odd order which contains a
bad set A = {a1, . . . ak}. It follows that {a′1, . . . , a′k} is a bad set in a k-element subgroup H of
G. That is, H itself is a bad set in H, a contradiction, since k is odd. Thus, Snevily’s conjecture
[6, Conjecture 3] follows. Next, let A = {a1, . . . ak} be a bad set in Zn, n even. Then again,
A′ = H is a bad set in H ∼= Zk, which can only happen if k is even. Moreover, A is a translate
of A′ = H, implying [6, Conjecture 2] as well.

5 Beyond permanents

The proof of Theorem 2 which uses Lemma 5 can be modified to attack this second conjecture.
Unfortunately, we cannot replace permanents with determinants by using a field of characteristic
2 as before, since such a field will not contain a primitive nth root of unity. However, we may
work again within the complex numbers. Let {w1, · · · , wk} and {x1, . . . , xk} be nth roots of
unity in C× representing the rows and columns of a k× k sub-matrix of the multiplication table
of the unique n-element cyclic subgroup of C×. Snevily’s conjecture will then follow from the
following conjecture.
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Conjecture 2 Suppose that w1, . . . , wk are pairwise distinct nonzero complex numbers, as are
x1, . . . , xk. If for each permutation π ∈ Sk we have

Pπ =
∏

1≤j<i≤k

(wixπ(i) − wjxπ(j)) = 0,

then
wk

1 = wk
2 = · · · = wk

k

and
xk

1 = xk
2 = · · · = xk

k.

Given that the wi are distinct, wk
1 = wk

2 = · · · = wk
k implies that w1w2 · · ·wk = (−1)k−1wk

1 .
Therefore, the equations wk

1 = wk
2 = · · · = wk

k are equivalent to the k− 1 elementary symmetric
equations

E1(w) = w1 + w2 + · · ·+ wk = 0
E2(w) = w1w2 + w1w3 + · · ·+ wk−1wk = 0

...
Ek−1(w) = w1w2 · · ·wk−1 + · · ·+ w2w3 · · ·wk = 0

since the polynomial of degree k satisfied by the wi is then

(x− w1)(x− w2) · · · (x− wk) = xk + (−1)kw1w2 · · ·wk.

To attempt to show that these symmetric equations indeed hold when the Pπ are zero (as in
Conjecture 2), we algebraically manipulate the Pπ. For example, we find that

∑
π∈Sk

Pπ · wπ−1(i) = DetV (w)E1(w)

 ∑
σ∈Sk
σ(1)=i

xk−1
σ(1)x

k−2
σ(2) · · ·x

0
σ(k)

 . (2)

Thus, if each Pπ = 0, then since the wi are distinct, we have either E1(w) = 0 or else∑
σ∈Sk
σ(1)=i

xk−1
σ(1)x

k−2
σ(2) · · ·x

0
σ(k) = 0

for each i = 1, . . . , k. Perhaps it is true that the last equation cannot hold for all i when the xi

are distinct. If this is the case, we will indeed have E1(w) = 0.

Problem 3 Let x1, . . . , xk be nonzero complex numbers such that for each i = 1, . . . , k,∑
σ∈Sk
σ(1)=i

xk−1
σ(1)x

k−2
σ(2) · · ·x

0
σ(k) = 0.

Then is it true that some pair of the xi’s must be equal?
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For the other equations Ej(w) = 0, we use a similar formula. For pairwise distinct i1, i2, . . . , ij
in {1, . . . , k}, we have

∑
π∈Sk

Pπ · wπ−1(i1) · · ·wπ−1(ij) = DetV (w)Ej(w)

 ∑
σ∈Sk

σ({1,2,...j})={i1,...,ij}

xk−1
σ(1)x

k−2
σ(2) · · ·x

0
σ(k)

 . (3)

An affirmative answer to the following question (which generalizes the previous question) would
then prove Snevily’s conjecture for even n:

Problem 4 Let x1, . . . , xk be nonzero complex numbers, and let j be a fixed integer between 1
and k − 1. Suppose that for each set T ⊂ {1, . . . , k} of size j, we have∑

σ∈Sk
σ({1,2,...j})=T

xk−1
σ(1)x

k−2
σ(2) · · ·x

0
σ(k) = 0.

Is it then true that some pair of the xi’s must be equal?

Even if we cannot verify these conjectures, equalities (2), (3) can be useful in proving that
certain sequences are not bad. For example, let, as in Example 1, G ∼= Z8 be the subgroup of
the multiplicative group of some field, and A = {x1 = 1, x2 = g2, x3 = g3} where g is a generator
for G. Since the minimal polynomial of g is x4 + 1, no three elements of G can add up to 0.
Thus, if w1, w2, w3 are distinct elements of G, then DetV (w) 6= 0 and E1(w) 6= 0. Moreover,
x2

1x2 + x2
1x3 = x2

1(x2 + x3) 6= 0, and it follows from equality (2) that
∑

π∈S3
Pπ · wπ−1(1) 6= 0.

Consequently, there is a Pπ 6= 0, and A is not a bad sequence.

References

[1] N. Alon, Combinatorial Nullstellensatz, Combinatorics, Probability and Computing 8 (1999)
7–29.

[2] N. Alon, Additive Latin transversals, Israel J. Math. 117 (2000) 125–130.

[3] Y.F. Bilu, V.F. Lev, and I.Z. Ruzsa, Rectification principles in additive number theory,
Discrete Comput. Geom. 19 (1998) 343–353.
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