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For a ring $R$ with identity, define $\operatorname{Unip}_{n}(R)$ to be the group of upper-triangular matrices over $R$ all of whose diagonal entries are 1 . For $i=1,2, \ldots, n-1$, let $S_{i}$ denote the matrix whose only nonzero off-diagonal entry is a 1 in the $i$ th row and $(i+1)$ st column. Then for any integer $m$ (including $m=0$ ), it is easy to see that the $S_{i}$ generate $\operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$. Reiner gave relations among the $S_{i}$ which he conjectured gave a presentation for $\operatorname{Unip}_{n}(\mathbf{Z} / 2 \mathbf{Z})$. This conjecture was proven by Biss [Comm. Algebra 26 (1998), 2971-2975] and an analogous conjecture was made for $\mathrm{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$ in general. We prove this conjecture, as well as a generalization of the conjecture to unipotent groups over arbitrary rings. © 2001 Academic Press

## 1. INTRODUCTION AND PRELIMINARIES

For a ring $R$ with identity, we define the unipotent group $\operatorname{Unip}_{n}(R)$ to be the group of $n \times n$ upper-triangular matrices over $R$ with 1's along the diagonal. For $i=1,2, \ldots, n-1$, let $S_{i}$ denote the matrix in $\operatorname{Unip}_{n}(R)$ whose only nonzero element above the diagonal is a 1 in the $i$ th row and the $(i+1)$ st column. It is easy to see that for any integer $m$, the set $\left\{S_{1}, S_{2}, \ldots, S_{n-1}\right\}$ generates $\operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$. In this paper, we prove the
following theorem, conjectured by Biss [1], giving a presentation of $\operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$ with these generators. Throughout, we use the convention $[a, b]=a b a^{-1} b^{-1}$.

Theorem 1. The generators $\left\{s_{1}, \ldots, s_{n-1}\right\}$ subject to the relations

$$
\begin{gather*}
s_{i}^{m}=1 \quad \text { for } 1 \leq i \leq n-1,  \tag{1}\\
{\left[s_{i}, s_{j}\right]=1 \quad \text { for } i<j-1,}  \tag{2}\\
{\left[s_{i},\left[s_{i}, s_{i+1}\right]\right]=\left[s_{i+1},\left[s_{i}, s_{i+1}\right]\right]=1 \quad \text { for } 1 \leq i \leq n-2,}  \tag{3}\\
{\left[\left[s_{i}, s_{i+1}\right],\left[s_{i+1}, s_{i+2}\right]\right]=1 \quad \text { for } 1 \leq i \leq n-3} \tag{4}
\end{gather*}
$$

give a presentation for the group $\operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$ under the map $s_{i} \mapsto S_{i}$. Furthermore, relation (4) is unnecessary for odd $m$.

We also prove a generalization of this theorem for unipotent groups over arbitrary rings $R$ with identity.
These results generalize theorems of Pavlov [8] and Levčuk [6]. In particular, [8, Theorem 1] for the case $R=\mathbf{Z} / p \mathbf{Z}$ with $p$ prime and [6, Theorem 1] for the general case give presentations whose generators are all matrices with only one nonzero element off the diagonal. Also, [8, Theorem 2] gives a presentation in the case $R=\mathbf{Z} / p \mathbf{Z}$ with our generators. However, these presentations use many more relations than just (1)-(4) above; in particular, they include relations containing arbitrarily many of the $s_{i}$ 's. In contrast, our relations are "local" in the sense that, with the exception of relation (2), each one involves at most three consecutive $s_{i}$ 's.
Our results also generalize a paper by Biss [1] that uses different methods to prove Theorem 1 in the case $m=2$. The work in [1] was in turn motivated by discussions with Reiner [9], who found a larger set of relations while investigating the restriction from $G L_{n}(\mathbf{Z} / 2 \mathbf{Z})$ to $\operatorname{Unip}_{n}(\mathbf{Z} / 2 \mathbf{Z})$ of the Steinberg representation (see [3, Example 2, p. 60]). Such a presentation may have applications in computing the cohomology of the unipotent group.

It is also possible to obtain presentations for $\operatorname{Unip}_{n}(R)$ from the fact that it is the unipotent subgroup of a Chevalley group (see, for example, [12]), but these presentations also have more generators and relations than the one we give. In fact, using results from group cohomology, we are able to prove that our presentation has a minimal number of both generators and relations for several rings, including $R=\mathbf{Z} / m \mathbf{Z}$ for $m$ odd and $R=\mathbf{F}_{q}$ for odd prime powers $q$.

We now present the notation that will be used throughout the paper. Fix $m$ and $n$, and let $G$ denote the abstract group with generators $\left\{s_{1}, \ldots, s_{n-1}\right\}$
and relations given in Eqs. (1)-(4) if $m$ is even and (1)-(3) if $m$ is odd. Let $U$ denote the group $\operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$. For elements $a_{i}$ of any group, we recursively define the generalized commutator $\left[a_{1}, \ldots, a_{k}\right]=\left[\left[a_{1}, \ldots\right.\right.$, $\left.\left.a_{k-1}\right], a_{k}\right]$. In the case $k=1$, set $\left[a_{1}\right]=a_{1}$.

For $i<j$, define $\psi_{i j}=\left[s_{i}, s_{i+1}, \ldots, s_{j}\right] \in G$ and the corresponding generalized commutators $\Psi_{i j}=\left[S_{i}, S_{i+1}, \ldots, S_{j}\right] \in U$. If $i=j+1$, then we let $\psi_{i j}$ and $\Psi_{i j}$ be the identity elements in their respective groups. We will not use the symbols $\psi_{i j}$ or $\Psi_{i j}$ for $i>j+1$. Note that with these definitions, $\Psi_{i j}$ is the matrix with 1's along the diagonal, a 1 in the $(i, j+1)$ position, and 0 's elsewhere. As a final bit of notation, if $h \in H$ and $K$ is a normal subgroup of $H$, we will write $\bar{h}$ for the image of $h$ under the projection $H \rightarrow H / K$.

We have a natural surjection $\pi: G \rightarrow U$ given by $\pi\left(s_{i}\right)=S_{i}$. Our goal is to prove that $\pi$ is an isomorphism. We will outline a proof of this fact in the next section, fill in the details of the proof for $m$ even in Section 3, and strengthen the result for $m$ odd in Section 4. In Section 5, we generalize this presentation to arbitrary rings $R$ with identity. That is, we give a set of generators of $\operatorname{Unip}_{n}(R)$ analogous to the $S_{i}$ and give generalizations of relations (1)-(4). An additional relation that reflects the multiplicative structure of $R$ is also necessary. We then show how to generalize the proof of the presentation of $\operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$ to the group $\operatorname{Unip}_{n}(R)$. Although it would be possible to prove the result in full generality without first considering $\operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$, we feel that this exposition is preferable because it makes the notation less obscure for the technical heart of the proof and because the conjecture that motivated this work was stated for the ring $R=\mathbf{Z} / m \mathbf{Z}$. We conclude, in Section 6, by showing that our presentations are the best possible for many rings $R$.

## 2. OUTLINE OF THE PROOF

Consider the lower central series $G=G_{0} \triangleright G_{1} \triangleright G_{2} \cdots$ defined by $G_{i+1}=\left[G, G_{i}\right]$. The map $\pi$ induces surjections $\pi_{i}: G_{i} / G_{i+1} \rightarrow U_{i} / U_{i+1}$. We will show that these maps are in fact isomorphisms and that $G_{n-1} \cong$ $U_{n-1} \cong 1$. A downward induction on $i$ then shows that $G_{i} \cong U_{i}$ by applying the five lemma [7, Chap. VII] to the diagram

In particular, we will have that $\pi: G \rightarrow U$ is an isomorphism, as desired.

First of all, one easily checks that for $i=0, \ldots, n-1$, the quotient group $U_{i} / U_{i+1}$ is isomorphic to $(\mathbf{Z} / m \mathbf{Z})^{n-i-1}$. Under this isomorphism, the element $\bar{\Psi}_{j, i+j} \in U_{i} / U_{i+1}$ corresponds to the $j$ th standard basis vector of $(\mathbf{Z} / m \mathbf{Z})^{n-i-1}$. More explicitly, a matrix in $U_{i}$ has 0 's along the $j$ th superdiagonal for $1 \leq j \leq i-1$, and its coset modulo $U_{i+1}$ is determined by its values on the $i$ th superdiagonal; the image of this coset in $(\mathbf{Z} / m \mathbf{Z})^{n-i-1}$ under our isomorphism is the vector containing the values along this $i$ th superdiagonal.

To prove that $\pi_{i}$ is an isomorphism, we construct inverse maps $\phi_{i}$ : $(\mathbf{Z} / m \mathbf{Z})^{n-i-1} \rightarrow G_{i} / G_{i+1}$ where $\phi_{i}$ sends the $j$ th standard basis vector to $\bar{\psi}_{j, i+j}$. To demonstrate that $\phi_{i}$ is well defined, it suffices to prove that $\psi_{j, i+j}^{m}=1$ since $G_{i} / G_{i+1}$ is abelian.

To see this, we will show that $s_{i+j}$ commutes with $\psi_{j, i+j}$, which along with Lemma 2 below gives the desired result, since then

$$
\psi_{j, i+j}^{m}=\left[\psi_{j, i+j-1}, s_{i+j}\right]^{m}=\left[\psi_{j, i+j-1}, s_{i+j}^{m}\right]=1 .
$$

Lemma 1. If $a, b$, and $c$ are elements of a group, and $b$ commutes with $[a, c]$, then $[a, b][a, c]=[a, b c]$.
Proof. We have

$$
\begin{aligned}
{[a, b][a, c] } & =a b a^{-1} b^{-1}[a, c]=a b a^{-1}[a, c] b^{-1} \\
& =a b c a^{-1} c^{-1} b^{-1}=[a, b c] .
\end{aligned}
$$

Lemma 2. If $a$ and $b$ are elements of a group, and $b$ commutes with $[a, b]$, then $\left[a, b^{n}\right]=[a, b]^{n}$ for any integer $n$.

Finally, we will show that the $\bar{\psi}_{j, i+j}$ generate $G_{i} / G_{i+1}$, thereby showing that $\phi_{i}$ is surjective and hence indeed an inverse map to $\pi_{i}$. This will complete the proof that $\pi$ is an isomorphism.

## 3. TECHNICAL DETAILS OF THE PROOF

In this section, we derive the relations that will be needed to complete the proof. To show that $\phi_{i}$ is well defined, we must verify that $s_{i+j}$ commutes with $\psi_{j, i+j}$. To show that $\phi_{i}$ is surjective, we will need to prove that $\psi_{j, i+j}=\left[s_{j}, \psi_{j+1, i+j}\right]$. This will allow us to manipulate elements in the image of $\phi_{i}$ and show that they generate $G_{i} / G_{i+1}$. Since every relation is invariant under the operation of incrementing the indices, it suffices to
verify these facts for $j=1$. Indeed, we often implicitly use the fact that if an equation is satisfied in the symbols $s_{1}, \ldots, s_{i}$, then the analogous equation in $s_{j}, \ldots, s_{i+j-1}$ holds as well.

Lemma 3. For each $i \geq 2$, the following statements hold:

1. $\left[s_{i-1}, s_{i}\right]$ commutes with $\psi_{1, i-1}$.
2. $s_{1}, \ldots, s_{i}$ commute with $\psi_{1, i}$.
3. $\left[s_{1}, \psi_{2, i-1}\right]$ commutes with $\psi_{2, i}$.
4. $\psi_{1, i}$ commutes with $\psi_{1, i-1}$.
5. $\psi_{1, i}=\left[s_{1}, \psi_{2, i}\right]$.

Proof. The proof proceeds by induction on $i$. The base cases $i=2$ all follow directly from relation (3). We now carry out the inductive step, beginning with statement 1 . By induction on statement $5, \psi_{1, i-1}=$ $\left[s_{1},\left[s_{2}, \ldots,\left[s_{i-2}, s_{i-1}\right] \cdots\right]\right]$. However, $\left[s_{i-1}, s_{i}\right]$ commutes with $\left[s_{i-2}, s_{i-1}\right]$ as well as $s_{j}$ for each $j<i-2$, and statement 1 immediately follows.

We now proceed to statement 2. Recall that $\psi_{1, i}=\left[\psi_{1, i-1}, s_{i}\right]$ by definition. Since $s_{j}$ commutes with $\psi_{1, i-1}$ for $j \leq i-1$ by induction and since $\left[s_{j}, s_{i}\right]=1$ for $j \leq i-2$, we need only verify that $\psi_{1, i}$ commutes with $s_{i-1}$ and $s_{i}$. For now, we check only the case of $s_{i-1}$. We have

$$
\begin{aligned}
s_{i-1} \psi_{1, i} & =s_{i-1} \psi_{1, i-1} s_{i} \psi_{1, i-1}^{-1} s_{i}^{-1} \\
& =\psi_{1, i-1} s_{i-1} s_{i} \psi_{1, i-1}^{-1} s_{i}^{-1}
\end{aligned}
$$

by induction on statement 2 . Writing $s_{i-1} s_{i}=\left[s_{i-1}, s_{i}\right] s_{i} s_{i-1}$ yields

$$
\begin{aligned}
\psi_{1, i-1} & {\left[s_{i-1}, s_{i}\right] s_{i} s_{i-1} \psi_{1, i-1}^{-1} s_{i}^{-1} } \\
& =\psi_{1, i-1}\left[s_{i-1}, s_{i}\right] s_{i} \psi_{1, i-1}^{-1} s_{i-1} s_{i}^{-1} \\
& =\psi_{1, i-1}\left[s_{i-1}, s_{i}\right] s_{i} \psi_{1, i-1}^{-1}\left[s_{i-1}, s_{i}^{-1}\right] s_{i}^{-1} s_{i-1} \\
& =\psi_{1, i-1} s_{i}\left[s_{i-1}, s_{i}\right] \psi_{1, i-1}^{-1}\left[s_{i-1}, s_{i}\right]^{-1} s_{i}^{-1} s_{i-1}
\end{aligned}
$$

Using the just-proven statement 1 , we see that this is equal to

$$
\psi_{1, i-1} s_{i} \psi_{1, i-1}^{-1} s_{i}^{-1} s_{i-1}=\psi_{1, i} s_{i-1},
$$

which is what we wanted. We postpone the demonstration that $s_{i}$ and $\psi_{1, i}$ commute and instead move on to statement 3 .

By induction on statement 5, $\left[s_{1}, \psi_{2, i-1}\right]=\psi_{1, i-1}$. Furthermore, $\psi_{2, i}=$ $\left[s_{2},\left[s_{3}, \ldots,\left[s_{i-1}, s_{i}\right] \cdots\right]\right.$. Now $\psi_{1, i-1}$ commutes with $s_{2}, \ldots, s_{i-2}$ by induction on statement 2 and also with $\left[s_{i-1}, s_{i}\right]$ by statement 1 , which has been proven. This completes the proof of statement 3 .

Statement 4 follows directly from the part of statement 2 which has already been proven, since all the terms in the commutator $\psi_{1, i-1}$ commute with $\psi_{1, i}$.

We can now prove statement 5 . To simplify the notation, write $P=$ $\psi_{2, i-1}$. Then by induction on statement $5, \psi_{1, i}=\left[\psi_{1, i-1}, s_{i}\right]=\left[\left[s_{1}, P\right], s_{i}\right]$. We want to show that this is equal to $\left[s_{1},\left[P, s_{i}\right]\right]$. The desired equality is then

$$
\left(s_{1} P s_{1}^{-1} P^{-1}\right) s_{i}\left(P s_{1} P^{-1} s_{1}^{-1}\right) s_{i}^{-1}=s_{1}\left(P s_{i} P^{-1} s_{i}^{-1}\right) s_{1}^{-1}\left(s_{i} P s_{i}^{-1} P^{-1}\right)
$$

Cancelling the common terms on the left of the desired equality and noting that $s_{i}^{-1} s_{1}^{-1} s_{i}=s_{1}^{-1}$ on the right-hand side (since $i \geq 3$ ), we see that we need to show

$$
s_{1}^{-1} P^{-1} s_{i} P s_{1} P^{-1} s_{1}^{-1} s_{i}^{-1}=s_{i} P^{-1} s_{1}^{-1} P s_{i}^{-1} P^{-1} .
$$

Multiplying on the left by $s_{i}^{-1}$ and commuting this term past the $s_{1}^{-1}$ on the left-hand side reduces the desired equality to

$$
s_{1}^{-1}\left[s_{i}^{-1}, P^{-1}\right] s_{1} P^{-1} s_{1}^{-1} s_{i}^{-1}=P^{-1} s_{1}^{-1} P s_{i}^{-1} P^{-1} .
$$

Multiplying on the left by $s_{1} P$ and on the right by $s_{i}$, we reduce what we need to

$$
s_{1} P s_{1}^{-1}\left[s_{i}^{-1}, P^{-1}\right] s_{1} P^{-1} s_{1}^{-1}=\left[P, s_{i}^{-1}\right] .
$$

Now, the right-hand side is equal to $\left[P, s_{i}\right]^{-1}$ by induction on statement 2 and Lemma 2, and this commutes with $P$ by induction on statement 4. Hence after conjugating by $P$ on both sides, it remains to show

$$
\left[P^{-1}, s_{1}\right]\left[s_{i}^{-1}, P^{-1}\right]\left[s_{1}, P^{-1}\right]=\left[P, s_{i}^{-1}\right] .
$$

Once again using induction and Lemma 2 , this statement is equivalent to the fact that $\left[s_{1}, P\right]$ and $\left[P, s_{i}\right]^{-1}$ commute; this follows from statement 3 , which has just been proven.

Only the last part of statement 2 remains to be shown: we must show that $s_{i}$ commutes with $\psi_{1, i}$. However, we have just shown that $\psi_{1, i}=$ $\left[s_{1}, \psi_{2, i}\right]$. Then since $s_{i}$ commutes with $s_{1}$ (for $i \geq 3$ ) and with $\psi_{2, i}$ by induction on statement 2 , our desired statement follows.

This completes the induction step and the proof of the lemma.
As demonstrated in Section 2, statement 2 of Lemma 3 implies that $\phi_{i}$ is well defined. We now show how Lemma 3 can be used to show that $\phi_{i}$ is surjective.

LEMMA 4. For $k=0, \ldots, n-2$, the generalized commutator $\left[s_{n_{0}}, \ldots\right.$, $\left.s_{n_{k}}\right]$ is the identity unless each initial subset of the indices $\left\{n_{0}, \ldots, n_{j}\right\}$ for $j=0, \ldots, k$ is a set of consecutive integers. In this case, the commutator is a power of a commutator of the form $\psi_{i, i+k}$. More precisely,

$$
\begin{aligned}
& {\left[s_{n_{0}}, \ldots, s_{n_{k}}\right]} \\
& \quad= \begin{cases}{\left[s_{i_{k}}, \ldots, s_{i_{k}+k}\right]^{ \pm 1},} & \text { if for } j=0, \ldots, k, \\
1, & \exists i_{j} \text { with }\left\{n_{0}, \ldots, n_{j}\right\}=\left\{i_{j}, \ldots, i_{j}+j\right\} \\
1, & \text { otherwise } .\end{cases}
\end{aligned}
$$

Proof. We proceed by induction. The base case $k=0$ is clear. For the inductive step, assume $k>0$. We assume that there exist $i_{j}$ for $j=0, \ldots$, $k-1$ such that $\left\{n_{0}, \ldots, n_{j}\right\}=\left\{i_{j}, \ldots, i_{j}+j\right\}$, since otherwise

$$
\left[s_{n_{0}}, \ldots, s_{n_{k}}\right]=\left[\left[s_{n_{0}}, \ldots, s_{n_{k-1}}\right], s_{n_{k}}\right]=\left[1, s_{n_{k}}\right]=1
$$

by the induction hypothesis. Thus, we have

$$
\begin{aligned}
{\left[s_{n_{0}}, \ldots, s_{n_{k}}\right] } & =\left[\left[s_{n_{0}}, \ldots, s_{n_{k-1}}\right], s_{n_{k}}\right] \\
& =\left[\left[s_{i_{k-1}}, \ldots, s_{i_{k-1}+k-1}\right]^{ \pm 1}, s_{n_{k}}\right]
\end{aligned}
$$

By statement 2 of Lemma 3, we see that if $n_{k} \in\left\{i_{k-1}, \ldots, i_{k-1}+k-1\right\}$, then the commutator above is the identity. Furthermore, if $n_{k}>i_{k-1}+k$ or $n_{k}<i_{k-1}-1$, then $s_{n_{k}}$ commutes with all the terms in $\left[s_{i_{k-1}}, \ldots\right.$, $s_{i_{k-1}+k-1}$ ] by relation (2), and so the commutator above is once again the identity. Hence we are left with only the possibilities $n_{k}=i_{k-1}+k$ and $n_{k}=i_{k-1}-1$. With $i_{k}=i_{k-1}$ or $i_{k}=i_{k-1}-1$ in these two cases, respectively, we have $\left\{n_{0}, \ldots, n_{k}\right\}=\left\{i_{k}, \ldots, i_{k}+k\right\}$. In the first case we obtain

$$
\begin{aligned}
{\left[s_{n_{0}}, \ldots, s_{n_{k}}\right] } & =\left[\left[s_{i_{k}}, \ldots, s_{i_{k}+k-1}\right]^{ \pm 1}, s_{i_{k}+k}\right] \\
& =\left[s_{i_{k}}, \ldots, s_{i_{k}+k}\right]^{ \pm 1}
\end{aligned}
$$

by Lemma 2 and statement 4 of Lemma 3. In the second case,

$$
\begin{aligned}
{\left[s_{n_{0}}, \ldots, s_{n_{k}}\right] } & =\left[\left[s_{i_{k}+1}, \ldots, s_{i_{k}+k}\right]^{ \pm 1}, s_{i_{k}}\right] \\
& =\left[s_{i_{k}},\left[s_{i_{k}+1}, \ldots, s_{i_{k}+k}\right]^{ \pm 1}\right]^{-1} \\
& =\left[s_{i_{k}}, \ldots, s_{i_{k}+k}\right]^{\mp 1}
\end{aligned}
$$

Here, the last equality uses Lemma 2 and statements 2 and 5 of Lemma 3. This proves the lemma.

Lemma 5. The set $\left\{\bar{\psi}_{j, i+j}\right\}_{j=1, \ldots, n-i-1}$ generates $G_{i} / G_{i+1}$.
Proof. It is a general fact that if a set of elements $\left\{a_{j}\right\}$ generates a group $H$, then the cosets $\left[a_{n_{0}}, \ldots, a_{n_{i}}\right.$ ] generate $H_{i} / H_{i+1}$ [5, III.1.11]. However, the previous lemma shows that each generalized commutator $\left[s_{n_{0}}, \ldots, s_{n_{i}}\right]$ is in the subgroup of $G_{i} / G_{i+1}$ generated by the $\bar{\psi}_{j, i+j}$. Hence $G_{i} / G_{i+1}$ is generated by the $\bar{\psi}_{j, i+j}$ as desired.

The previous lemma shows that $\phi_{i}$ is surjective. Now to complete the proof that $\pi$ is an isomorphism, it remains to prove that $G_{n-1} \cong U_{n-1} \cong 1$. It is known that if a set of elements $\left\{a_{j}\right\}$ generates a group $H$, then all conjugates of elements of the form $\left[a_{n_{0}}, \ldots, a_{n_{i}}\right.$ ] generate $H_{i}$ [10, 5.1]. Hence the argument of Lemma 4 shows that $G_{n-1}$ is trivial, since any generalized commutator involving $n$ of the $s_{i}$ is trivial. The surjection $G \rightarrow U$ induces a surjection $G_{n-1} \rightarrow U_{n-1}$, so $U_{n-1}$ is trivial as well. This concludes the proof that $\pi$ is an isomorphism and completes the proof of Theorem 1 in the case of $m$ even.

## 4. ODD $m$

In this section, we show that when $m$ is odd, the relation (4) actually follows from the other three relations. Let $m=2 k+1$ and let $G$ denote the group with generators $s_{1}, s_{2}$, and $s_{3}$ subject to relations (1)-(3). If we can show that the equation $\left[\left[s_{1}, s_{2}\right],\left[s_{2}, s_{3}\right]\right]=1$ holds in $G$, then relation (4) will hold in general by the invariance of the relations under the operation of incrementing all the indices.

Since relation (4) is vacuous when $n=3$, the previous section shows that the subgroup of $G$ generated by $s_{1}$ and $s_{2}$ is isomorphic to $\operatorname{Unip}_{3}(\mathbf{Z} / m \mathbf{Z})$. Thus any equation involving only $s_{1}$ and $s_{2}$ can simply be checked in $3 \times 3$ matrices. Write $A$ for the ring of rational numbers $p / q$ in reduced form with denominator $q$ relatively prime to $m$. For $a, b \in A$, we write $a \equiv b$ if $a-b$ has numerator divisible by $m$ when written in lowest terms. (That is, $A$ is the ring $\mathbf{Z}$ localized with respect to the integers relatively prime to $m$ and $\equiv$ is congruence modulo the ideal $m A$.) Throughout this section, we will allow expressions of the form $s_{i}^{a}$, where $a \in A$ : this will simply represent $s_{i}^{x}$ where $x$ is any integer such that $x \equiv a$. Note that this is well defined; indeed, $s_{i}^{a}=s_{i}^{b}$ if $a \equiv b$.

Lemma 6. Let $a, b, c, x, y, z \in A$ such that $a+c$ has numerator relatively prime to $m, x \equiv \frac{b c}{a+c}, y \equiv a+c$, and $z \equiv \frac{a b}{a+c}$. Then the equation $s_{2}^{a} s_{1}^{b} s_{2}^{c}=s_{1}^{x} s_{2}^{y} s_{1}^{z}$ holds in $G$.

Proof. One simply checks the corresponding matrix equation in $\mathbf{Z} / m \mathbf{Z}$ :

$$
\left(\begin{array}{ccc}
1 & b & b c \\
& 1 & a+c \\
& & 1
\end{array}\right)=\left(\begin{array}{ccc}
1 & x+z & x y \\
& 1 & y \\
& & 1
\end{array}\right) .
$$

As noted earlier, the lemma remains true if the indices are incremented by 1 . With the variables as above, we find that

$$
\begin{align*}
s_{3} s_{2}^{a} s_{1}^{b} s_{2}^{c} s_{3} & =s_{3} s_{1}^{x} s_{2}^{y} s_{1}^{z} s_{3} \\
& =s_{1}^{x} s_{3} s_{2}^{y} s_{3} s_{1}^{z} \\
& =s_{1}^{x} s_{2}^{y / 2} s_{3}^{2} s_{2}^{y / 2} s_{1}^{z}, \tag{5}
\end{align*}
$$

where the first and last equalities above use Lemma 6 . We will be interested in applying formula (5) in two specific cases:

$$
\begin{equation*}
s_{3} s_{2}^{3} s_{1} s_{2} s_{3}=s_{1}^{1 / 4} s_{2}^{2} s_{3}^{2} s_{2}^{2} s_{1}^{3 / 4} \tag{6}
\end{equation*}
$$

and

$$
\begin{align*}
s_{2}\left(s_{3} s_{2} s_{1} s_{2} s_{3}\right) & =\left(s_{2} s_{1}^{1 / 2} s_{2}\right) s_{3}^{2} s_{2} s_{1}^{1 / 2} \\
& =\left(s_{1}^{1 / 4} s_{2}^{2} s_{1}^{1 / 4}\right) s_{3}^{2} s_{2} s_{1}^{1 / 2} \\
& =s_{1}^{1 / 4} s_{2}^{2} s_{3}^{2} s_{1}^{1 / 4} s_{2} s_{1}^{1 / 2} . \tag{7}
\end{align*}
$$

Equations (6) and (7) imply that

$$
s_{2} s_{3} s_{2} s_{1} s_{2} s_{3}=\left(s_{3} s_{2}^{3} s_{1} s_{2} s_{3}\right)\left(s_{1}^{-3 / 4} s_{2}^{-2} s_{1}^{1 / 4} s_{2} s_{1}^{1 / 2}\right)
$$

Now the second expression in parentheses can be simplified to $s_{2}^{-1}\left[s_{1}, s_{2}\right]$, as can be checked with a matrix computation. The resulting equation can be reduced to relation (4) as follows:

$$
\begin{aligned}
& s_{2} s_{3} s_{2} s_{1} s_{2} s_{3}=s_{3} s_{2}^{3} s_{1} s_{2} s_{3} s_{2}^{-1}\left[s_{1}, s_{2}\right], \\
& {\left[s_{2}^{-1}, s_{3}^{-1}\right] s_{2} s_{1} s_{2} s_{3}=s_{2}^{2} s_{1} s_{2} s_{3} s_{2}^{-1}\left[s_{1}, s_{2}\right] \text {, }} \\
& {\left[s_{2}, s_{3}\right] s_{2}^{-1} s_{1} s_{2} s_{3}=s_{1} s_{2} s_{3} s_{2}^{-1}\left[s_{1}, s_{2}\right] \text {, }} \\
& {\left[s_{2}, s_{3}\right]\left[s_{2}^{-1}, s_{1}\right]=\left(s_{1} s_{2} s_{3}\right)\left(s_{2}^{-1}\left[s_{1}, s_{2}\right] s_{1}^{-1} s_{3}^{-1}\right) \text {, }} \\
& {\left[s_{2}, s_{3}\right]\left[s_{1}, s_{2}\right]=\left(\left[s_{1}, s_{2}\right] s_{2} s_{1} s_{3}\right)\left(s_{1}^{-1} s_{2}^{-1} s_{3}^{-1}\right)} \\
& =\left[s_{1} s_{2}\right]\left[s_{2}, s_{3}\right] .
\end{aligned}
$$

We have now collected enough facts to prove the desired result about $\operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$, which we restate below.

Theorem 1 (Restated). The group $\operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$ has a presentation with generating set $\left\{s_{i}\right\}_{1 \leq i \leq n-1}$ and relations (1)-(3), and, if $m$ is even, (4).

## 5. THE MAIN THEOREM

The methods developed above can be used to produce a presentation of $\operatorname{Unip}_{n}(R)$ for any ring $R$ with identity in terms of a presentation of $R$. Let $T$ be a set of generators for the additive group of $R$ containing the multiplicative identity 1 . For notational convenience, we place an arbitrary strict order $\prec$ on $T$. Let $K$ be a set of additive relations $\sum a_{t} \cdot t=0$ on these generators which present the additive group of $R$. (In any sum indexed by the elements of $T$, we assume that all but finitely many of the coefficients are zero; similarly for products.)

For any $r \in R$, write $S_{i}(r)$ for the matrix in $\operatorname{Unip}_{n}(R)$ whose only nonzero entry above the diagonal is an $r$ in the $i$ th row and $(i+1)$ st column. The elements $S_{i}(t)$ for $t \in T$ and $i=1, \ldots, n-1$ generate the group $\operatorname{Unip}_{n}(R)$.

Theorem 2. The generators $\left\{s_{i}(t)\right\}$ for $i=1, \ldots, n-1$ and $t \in T$ subject to the relations below give a presentation for the group $\operatorname{Unip}_{n}(R)$ under the map $s_{i}(t) \mapsto S_{i}(t)$ :

$$
\begin{gather*}
{\left[s_{i}(t), s_{i}(u)\right]=1 \quad \text { for } t \prec u \in T \text { and } i=1, \ldots, n-1 ;}  \tag{8}\\
\prod_{t \in T} s_{i}(t)^{a_{t}}=1 \\
\text { for } i=1, \ldots, n-1, \text { for each relation } \sum a_{t} \cdot t=0 \text { in } K  \tag{9}\\
{\left[s_{i}(t), s_{j}(u)\right]=1 \quad \text { for } 1 \leq i<j-1 \leq n-2 \text { and } t, u \in T}  \tag{10}\\
{\left[s_{i}(1),\left[s_{i}(t), s_{i+1}(1)\right]\right]=\left[s_{i+1}(1),\left[s_{i}(t), s_{i+1}(1)\right]\right]=1} \\
\text { for } i=1, \ldots, n-2 \text { and } t \in T
\end{gather*}, \begin{array}{r}
{\left[\left[s_{i}(t), s_{i+1}(1)\right],\left[s_{i+1}(u), s_{i+2}(1)\right]\right]=1}  \tag{11}\\
\text { for } i=1, \ldots, n-3 \text { and } t, u \in T
\end{array}
$$

and

$$
\begin{align*}
& {\left[s_{i}(u)^{-1}, s_{i+1}(v)^{-1}\right]=\prod_{t \in T}\left[s_{i}(t), s_{i+1}(1)\right]^{c_{t}}} \\
& \quad \text { for } i=1, \ldots, n-2 \text { and } u, v \in T, v \neq 1 . \tag{13}
\end{align*}
$$

Here, $\sum c_{t} \cdot t$ is an arbitrary expression of the product uv in terms of elements of $T$. The theorem holds without relation (12) if $R$ has odd characteristic.

Relation (8) reflects the commutativity of the additive group of $R$. Relation (9) encodes the structure of the additive group of $R$ and generalizes relation (1). Relations (10)-(12) generalize relations (2)-(4). Finally, relation (13) encodes the multiplicative structure of $R$. The presence of the inverses in the commutator on the left-hand side of relation (13) is unfortunate. We believe that the theorem remains true if both inverses are removed, but we are unable to prove this formulation.

We now outline the proof of Theorem 2 . Let $G$ be the group generated by symbols $s_{i}(t)$ for $1 \leq i \leq n-1$ and $t \in T$ subject to the relations (8)-(13).

LEMMA 7. The following statements hold in $G$ for any $i=1, \ldots, n-2$ and any $t, u$, and $v$ in $T$.

1. $s_{i+1}(u)$ commutes with $\left[s_{i}(t), s_{i+1}(1)\right]$.
2. $s_{i}(u)$ commutes with $\left[s_{i}(t), s_{i+1}(1)\right]$.
3. $\left[s_{i}(t), s_{i+1}(u)\right]=\left[s_{i}(t)^{-1}, s_{i+1}(u)^{-1}\right]$.
4. $s_{i}(t)$ and $s_{i+1}(t)$ commute with $\left[s_{i}(u), s_{i+1}(v)\right]$.

Proof. For the first statement, we simply calculate

$$
\begin{align*}
s_{i+1}( & (u)\left[s_{i}(t), s_{i+1}(1)\right] \\
& =s_{i}(t) s_{i+1}(u)\left[s_{i+1}(u)^{-1}, s_{i}(t)^{-1}\right] s_{i+1}(1) s_{i}(t)^{-1} s_{i+1}(1)^{-1} \\
& =s_{i}(t) s_{i+1}(u) s_{i+1}(1)\left[s_{i+1}(u)^{-1}, s_{i}(t)^{-1}\right] s_{i}(t)^{-1} s_{i+1}(1)^{-1} \\
& =s_{i}(t) s_{i+1}(1) s_{i+1}(u)\left[s_{i+1}(u)^{-1}, s_{i}(t)^{-1}\right] s_{i}(t)^{-1} s_{i+1}(1)^{-1} \\
& =s_{i}(t) s_{i+1}(1) s_{i}(t)^{-1} s_{i+1}(u)^{-1} s_{i+1}(1)^{-1} \\
& =\left[s_{i}(t), s_{i+1}(1)\right] s_{i+1}(u) . \tag{14}
\end{align*}
$$

The key step here is Eq. (14), which uses the relations (11) and (13). Now since both $s_{i+1}(t)$ and $s_{i}(1)$ commute with

$$
\left[s_{i}(t), s_{i+1}(1)\right]=\left[s_{i}(1)^{-1}, s_{i+1}(t)^{-1}\right]
$$

this commutator is equal to $\left[s_{i}(1), s_{i+1}(t)\right]$ by Lemma 2 . Thus, as above, we have

$$
\begin{aligned}
{\left[s_{i}(t)\right.} & \left., s_{i+1}(1)\right] s_{i}(u)^{-1} \\
& =\left[s_{i}(1), s_{i+1}(t)\right] s_{i}(u)^{-1} \\
& =s_{i}(1) s_{i+1}(t) s_{i}(1)^{-1} s_{i+1}(t)^{-1} s_{i}(u)^{-1} \\
& =s_{i}(1) s_{i+1}(t) s_{i}(1)^{-1}\left[s_{i+1}(t)^{-1}, s_{i}(u)^{-1}\right] s_{i}(u)^{-1} s_{i+1}(t)^{-1} \\
& =s_{i}(1) s_{i+1}(t)\left[s_{i+1}(t)^{-1}, s_{i}(u)^{-1}\right] s_{i}(1)^{-1} s_{i}(u)^{-1} s_{i+1}(t)^{-1} \\
& =s_{i}(u)^{-1}\left[s_{i}(1), s_{i+1}(t)\right] \\
& =s_{i}(u)^{-1}\left[s_{i}(t), s_{i+1}(1)\right] .
\end{aligned}
$$

This proves the second statement of the lemma. The third now follows from the first two and Lemma 2. Finally, the last statement of the lemma follows from the first three and relation (13).

The rest of the proof of Theorem 2 follows the proof of Theorem 1. We have a natural surjection $\pi: G \rightarrow U=\operatorname{Unip}_{n}(R)$. To check that $\pi$ is an isomorphism, we again pass to the successive quotients of the lower central series: it is easy to see that $U_{i} / U_{i+1} \cong R^{n-i-1}$, and we will construct maps $\phi_{i}: R^{n-i-1} \rightarrow G_{i} / G_{i+1}$ as before. For $1 \leq l \leq n-i-1$, let $e_{l}(t)$ denote the element of $R^{n-i-1}$ whose only nonzero entry is a $t$ in the $l$ th coordinate. The $e_{l}(t)$ generate $R^{n-i-1}$, so to define $\phi_{i}$ we need only specify the values $\phi_{i}\left(e_{l}(t)\right)$. We define

$$
\phi_{i}\left(e_{l}(t)\right)=\left[s_{l}(1), \ldots, s_{l+i-1}(1), s_{l+i}(t)\right] \in G_{i} / G_{i+1} .
$$

We must show that $\phi_{i}$ is well defined and surjective. To do this, we need the following analogue of Lemma 3.

Lemma 8. Fix $i \geq 2$ and $t_{1}, \ldots, t_{i}, t_{1}^{\prime}, \ldots, t_{i}^{\prime} \in T$. Then the following statements hold:

1. $\left[s_{i-1}\left(t_{i-1}\right), s_{i}\left(t_{i}\right)\right]$ commutes with $\left[s_{1}\left(t_{1}^{\prime}\right), \ldots, s_{i-1}\left(t_{i-1}^{\prime}\right)\right]$.
2. $s_{1}\left(t_{1}\right), \ldots, s_{i}\left(t_{i}\right)$ commute with $\left[s_{1}\left(t_{1}^{\prime}\right), \ldots, s_{i}\left(t_{i}^{\prime}\right)\right]$.
3. $\left[s_{1}\left(t_{1}\right),\left[s_{2}\left(t_{2}\right), \ldots, s_{i-1}\left(t_{i-1}\right)\right]\right]$ commutes with $\left[s_{2}\left(t_{2}^{\prime}\right), \ldots, s_{i}\left(t_{i}^{\prime}\right)\right]$.
4. $\left[s_{1}\left(t_{1}\right), \ldots, s_{i}\left(t_{i}\right)\right]$ commutes with $\left[s_{1}\left(t_{1}^{\prime}\right), \ldots, s_{i-1}\left(t_{i-1}^{\prime}\right)\right]$.
5. $\left[s_{1}\left(t_{1}\right), \ldots, s_{i}\left(t_{i}\right)\right]=\left[s_{1}\left(t_{1}\right),\left[s_{2}\left(t_{2}\right), \ldots, s_{i}\left(t_{i}\right)\right]\right]$.

Proof. Lemma 7 shows that the $s_{i}(t)$ satisfy the formal properties used in showing Lemma 3, so the proof carries over to this case verbatim. 【

Now, to see that $\phi_{i}$ is well defined, we use Lemmas 1 and 8 observe that for all relations $\sum a_{t} \cdot t=0$ in our given presentation of the additive group of $R$, we have

$$
\begin{aligned}
\prod_{t \in T} \phi_{i}\left(e_{l}(t)\right)^{a_{t}} & =\prod_{t \in T}\left[s_{l}(1), \ldots, s_{l+i-1}(1), s_{l+i}(t)\right]^{a_{t}} \\
& =\prod_{t \in T}\left[\left[s_{l}(1), \ldots, s_{l+i-1}(1)\right], s_{l+i}(t)\right]^{a_{t}} \\
& =\left[\left[s_{l}(1), \ldots, s_{l+i-1}(1)\right], \prod_{t \in T} s_{l+i}(t)^{a_{t}}\right] \\
& =\left[\left[s_{l}(1), \ldots, s_{l+i-1}(1)\right], 1\right] \\
& =1 .
\end{aligned}
$$

To see that $\phi_{i}$ is surjective, let $t_{1}, \ldots, t_{i+1} \in T$. Then we may express the product of the $t_{j}$ as a linear combination of the additive generators,

$$
\prod_{m=1}^{i+1} t_{m}=\sum_{t \in T} c_{t} t
$$

for some integers $c_{t}$. By repeated application of Eq. (13), we have

$$
\begin{aligned}
{\left[s_{l}\left(t_{1}\right), \ldots, s_{l+i}\left(t_{i+1}\right)\right] } & =\prod_{t \in T}\left[s_{l}(t)^{c_{t}}, s_{l+1}(1), \ldots, s_{l+i}(1)\right] \\
& =\prod_{t \in T}\left[s_{l}(1), \ldots, s_{l+i-1}(1), s_{l+i}(t)\right]^{c_{t}} \\
& =\prod_{t \in T} \phi_{i}\left(e_{l}(t)\right)^{c_{t}}
\end{aligned}
$$

so that $\left[s_{l}\left(t_{1}\right), \ldots, s_{l+i}\left(t_{i+1}\right)\right] \in \operatorname{im} \phi_{i}$. Then by the same reasoning used in the proof of Lemma 5, the map $\phi_{i}$ is surjective. The proof of Theorem 2 now directly parallels that of Theorem 1. In particular, the proofs given in Section 4 generalize to show that if $R$ has odd characteristic, Eqs. (9)-(11) imply relation (12).

## 6. MINIMALITY AND THE SCHUR MULTIPLIER

Naturally, having found a presentation for the unipotent group, we would like to see that it is minimal-namely, that we cannot remove any of
the relations or generators and still have a presentation. In many cases, we can do better: we show that for many rings, no presentation of the unipotent group has fewer generators or relations than ours. To prove this, we need to use some results from group cohomology and homology.

Lemma 9. Suppose the additive group of $R$ is finitely generated, and that the generating set $T$ is of minimal size. Then the generating set $\left\{s_{i}(t)\right\}$ for $\operatorname{Unip}_{n}(R)$ constructed in Theorem 2 is also of minimal size.

Proof. This follows from the fact that $\operatorname{Unip}_{n}(R) /\left[\operatorname{Unip}_{n}(R), \operatorname{Unip}_{n}(R)\right]$ $\cong R^{n-1}$, and so any generating set for $\operatorname{Unip}_{n}(R)$ must be at least as large as the minimal generating set for $R^{n-1}$ (as an abelian group). However, it is easily seen from the classification of finitely generated abelian groups that a minimal generating set for $R^{n-1}$ must have $n-1$ times as many elements as a minimal generating set for $R$.

The relationship between group cohomology and presentations is given by the following lemma, proven in [11, I.4.3].

Lemma 10. Let $p$ be a prime number and let $G$ be a $p$ group. Then the minimal number of relations needed to present $G$ is equal to the $\mathbf{Z} / p \mathbf{Z}$ dimension of $H^{2}(G, \mathbf{Z} / p \mathbf{Z})$.

Now, it is very easy to compute $H^{2}(G, \mathbf{Z} / p \mathbf{Z})$ given knowledge of $H_{2}(G, \mathbf{Z})$, which is known as the Schur multiplier of $G$, and so the size of the Schur multiplier has a great deal of control over the complexity of presentations of the group. This is unsurprising for the following reason. Suppose $G \cong F / K$ is a presentation of $G$, where $F$ is a free group. Then it is known (see, for example, [2]) that the Schur multiplier is isomorphic to

$$
\frac{K \cap[F, F]}{[F, K]}
$$

Because of this formula, as well as other applications, the Schur multiplier is a well-studied object and has been computed in many situations applicable to this setting. For $I=R=\mathbf{F}_{q}$, the following result is owing to Evens [4], and the general case follows from his arguments in a completely straightforward way.

Lemma 11. Let $q=p^{k}$ be an odd prime power, let $R$ be any ring, and let $I \subset R$ be an ideal with q elements. Then since $I$ is still an abelian group with a distributive multiplication, we can form the unipotent group $\operatorname{Unip}_{n}(I)$. For a minimal generating set $T$ of $I$, the Schur multiplier $H_{2}\left(\operatorname{Unip}_{n}(I), \mathbf{Z}\right)$ of

Unip $_{n}(I)$ is a sum of cyclic $p$ groups with generators:

$$
\begin{gather*}
{\left[s_{i}(t), s_{i}(u)\right] \quad \text { for } 1 \leq i \leq n-1, t \prec u \in T,}  \tag{15}\\
{\left[s_{i}(t), s_{j}(u)\right] \quad \text { for } 1 \leq i<j-1 \leq n-2, t, u \in T,}  \tag{16}\\
{\left[s_{i}(1),\left[s_{i}(1), s_{i+1}(t)\right]\right] \quad \text { and } \quad\left[s_{i+1}(1),\left[s_{i}(1), s_{i+1}(t)\right]\right]} \\
 \tag{17}\\
\text { for } 1 \leq i \leq n-2, t \in T,
\end{gather*}
$$

and

$$
\begin{align*}
& {\left[s_{i}(u), s_{i+1}(v)\right]^{-1} \prod_{t \in T}\left[s_{i}(t)^{c_{t}}, s_{i+1}(1)\right]} \\
& \quad \text { for } 1 \leq i \leq n-2, u, v \in T, u v=\sum_{t \in T} c_{t} \cdot t \tag{18}
\end{align*}
$$

Using this lemma and a few basic facts about group cohomology, it is not hard to obtain the minimality result we are aiming for.
Theorem 3. Let $q=p^{k}$ be an odd prime power and suppose $R$ is a ring with $q$ elements. Let $T$ and $K$ be minimal sets of additive generators and relations, respectively, for $R$. Then any presentation of $\operatorname{Unip}_{n}(R)$ has at least as many generators and relations as the presentation given by Theorem 2.

Proof. Let $G=\operatorname{Unip}_{n}(R)$. The desired minimality property of our generating set is given by Lemma 9. By Lemma 10, the property for relations will follow if we can show that the rank of $H^{2}(G, \mathbf{Z} / p \mathbf{Z})$ is equal to the number of relations given in Theorem 2. Here, by the rank of an abelian $p$ group $M$, we mean the size of the smallest generating set of $M$ or, equivalently, the $\mathbf{Z} / p \mathbf{Z}$ rank of the vector space $M \otimes_{\mathbf{Z}} \mathbf{Z} / p \mathbf{Z}$.

By the universal coefficient theorem, we have

$$
H^{2}(G, \mathbf{Z} / p \mathbf{Z}) \cong \operatorname{Hom}\left(H_{2}(G, \mathbf{Z}), \mathbf{Z} / p \mathbf{Z}\right) \oplus \operatorname{Ext}\left(H_{1}(G, \mathbf{Z}), \mathbf{Z} / p \mathbf{Z}\right)
$$

Hence by Lemma 11 with $I=R$, it suffices to prove that the number of relations given in Theorem 2 exceeds the number of expressions given in Eqs. (15)-(18) by exactly the rank of $\operatorname{Ext}\left(H_{1}(G, \mathbf{Z}), \mathbf{Z} / p \mathbf{Z}\right)$. By definition, $H_{1}(G, \mathbf{Z})=G /[G, G]$, which, as we observed in the proof of Lemma 9, is isomorphic to a direct sum of $n-1$ copies of the additive group of $R$. Furthermore, this additive group is an abelian $p$ group-denote its rank by $r$. Then $\operatorname{Ext}\left(H_{1}(G, \mathbf{Z}), \mathbf{Z} / p \mathbf{Z}\right)$ has rank $r(n-1)$.

Now consider the number of relations given in Eqs. (8)-(11) and (13). Notice that since $q$ is odd, we do not require the relations from Eq. (12). Equations (15) and (8) represent the same number of expressions, as do Eqs. (16) and (10), (17) and (11), and (18) and (13). This leaves only Eq. (9),
but since the additive group of $R$ has rank $r$, we know that there are precisely $r(n-1)$ relations in Eq. (9). This completes the proof.

The rings $R$ for which Theorem 3 holds do not include many of the rings for which the presentation of Theorem 2 is most appealing, for example, $\mathbf{Z} / m \mathbf{Z}$ for $m$ not equal to an odd prime power. Fortunately, however, we can deduce from Theorem 3 similar results about other rings.

Corollary 1. For any odd number $m$, any presentation of $\operatorname{Unip}_{n}(\mathbf{Z} /$ $m \mathbf{Z}$ ) has at least as many generators (namely $n-1$ ) and at least as many relations (namely $\left.n-1+\left({ }^{(n-2}\right)+2(n-2)=\frac{(n-4)(n+3)}{2}\right)$ as the presentation given in Theorem 2 (corresponding to the generating set $T=\{1\}$ and the singleton relation set $K=\{m \cdot 1=0\}$ ).

Proof. For $m=p^{k}$ an odd prime power, the result is simply a special case of Theorem 3. For the general case, notice that $\operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$ is nilpotent, and recall that for $G$ a finite nilpotent group, we have

$$
G \cong \prod_{p} G_{p},
$$

where $G_{p}<G$ is a Sylow $p$ subgroup. Let $m=\Pi_{p} p^{k_{p}}$ be the factorization of $m$ into prime powers, and denote the ideal $\frac{m}{p^{k_{p}}}(\mathbf{Z} / m \mathbf{Z}) \subset \mathbf{Z} / m \mathbf{Z}$ by $I_{p}$. Then the subgroup $\operatorname{Unip}_{n}\left(I_{p}\right) \subset \operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$ has $\left(p^{k_{p}}\right)^{\binom{n}{2}}$ elements, so it is a Sylow $p$ subgroup of $\operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$. Thus, we have

$$
\operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z}) \cong \prod_{p} \operatorname{Unip}_{n}\left(I_{p}\right) .
$$

Denote by $\phi_{p}$ the projection map $\operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z}) \rightarrow \operatorname{Unip}_{n}\left(I_{p}\right)$. Then clearly $\phi_{p}$ takes a presenting set of generators and relations for $\operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$ to a presentation of $\operatorname{Unip}_{n}\left(I_{p}\right)$. However, by Lemma 11 and an argument akin to the proof of Theorem 3, any presentation of any of the factors $\operatorname{Unip}_{n}\left(I_{p}\right)$ has at least as many generators and relations as the presentation of $\operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$ given in Theorem 2. Thus, any presentation of $\operatorname{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$ also has at least that many generators and relations.

Of course, it would be very nice to have a similar result for $m$ even (particularly since the result for $m=2$ alone would imply minimality of the representation of $\operatorname{Unip}_{n}(\mathbf{Z})$ ), but this does not seem possible without knowledge of the Schur multiplier of $\mathrm{Unip}_{n}(\mathbf{Z} / m \mathbf{Z})$ for $m$ even. It appears that the Even's techniques would become hopelessly complicated in even characteristic, but perhaps there is other, more recent work which could shed light on this case.
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