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Abstract

This paper is an announcement of the following result, whose proof will be forth-
coming. Let F be a totally real number field, and let F ⊂ K ⊂ L be a tower of fields
with L/F a finite abelian extension. Let I denote the kernel of the natural projection
from Z[Gal(L/F )] to Z[Gal(K/F )]. Let Θ ∈ Z[Gal(L/F )] denote the Stickelberger
element encoding the special values at zero of the partial zeta functions of L/F , taken
relative to sets S and T in the usual way. Let r denote the number of places in S that
split completely in K. We show that Θ ∈ Ir, unless K is totally real in which case we
obtain Θ ∈ Ir−1 and 2Θ ∈ Ir. This proves a conjecture of Gross up to the factor of 2
in the case that K is totally real and #S 6= r. In this article we sketch the proof in
the case that K is totally complex.

Résumé

Ce papier est une annonce du résultat suivant, dont la preuve est imminente. Soit
F un corps de nombres totalement réel, et soit F ⊂ K ⊂ L une tour d’extensions,
où l’extension L/F est abélienne finie. Soit I le noyau de la projection naturelle de
Z[Gal(L/F )] vers Z[Gal(K/F )]. Soit Θ ∈ Z[Gal(L/F )] l’élément de Stickelberger qui
encode les valeurs spéciales en zéro des fonctions zêta partielles de L/F , prise par
rapport à des ensembles S et T de places de F de la manière usuelle. Soit r le nombre
de places dans S qui sont totalement déployées dans K. Nous démontrons que Θ ∈ Ir,
à moins que K ne soit totalement réel auquel cas nous obtenons Θ ∈ Ir−1 et 2Θ ∈ Ir.
Ceci démontre une conjecture de Gross, à un facteur de 2 près dans le cas où K est
totalement réel et #S 6= r. Dans cet article, nous esquissons une preuve dans le cas où
l’extension K est totalement complexe.
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1 Introduction

This paper serves as an announcement for Theorem 1 stated below, which implies a conjecture
of Gross (up to a small issue at 2 in an extremal case). In this paper we only sketch the
arguments in a special setting, leaving the general results and full details of proofs to the
article [4]. These results were presented at a conference in July 2014 in celebration of the
60th birthday of Glenn Stevens.

Let F be a totally real number field, and let F ⊂ K ⊂ L be a tower of fields with L/F
a finite abelian extension. Let G̃ = Gal(L/F ), H = Gal(L/K), and G = Gal(K/F ) ∼= G̃/H.
Let I denote the relative augmentation ideal:

I = ker(Z[G̃] −→ Z[G]).

Let S be a finite set of places of F containing all the archimedean places and all places rami-
fied in L. Let T be a disjoint finite set of places of F satisfying a certain technical condition.1

1The conditions on T necessary for the Cassou-Noguès/Deligne–Ribet integrality statement below is that
T contains two primes of different residue characteristic, or one place with residue characteristic p that is
large enough. Here “large enough” depends on the value k at which Θ will be evaluated; for k = 0, p ≥ n+2
is large enough. We will impose additional conditions on T for the use of Shintani’s method in the next
section.
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For σ ∈ G̃, define the partial zeta function

ζS(σ, s) =
∑

a⊂OF ,(a,S)=1

Frob(L/F,a)=σ

1

Nas
, Re(s) > 1.

These can be combined into group-ring valued Stickelberger elements:

Θ
L/F
S (s) :=

∑
σ∈G̃

ζS(σ, s)[σ−1] ∈ C[G̃] (1)

Θ
L/F
S,T (s) := Θ

L/F
S (s)

∏
p∈T

(1− Np1−s[Frob(L/F, p)−1]) ∈ C[G̃]. (2)

Theorem (Cassou-Noguès [1], Deligne–Ribet [5]). Let k ∈ Z, k ≤ 0. Under the appropriate

conditions on T , we have Θ
L/F
S,T (k) ∈ Z[G̃].

Gross conjectured the following concerning the “order of vanishing” of the Stickelberger
element.

Conjecture (Gross [8]). Let r be the number places in S that split completely in K. Then

Θ
L/F
S,T (0) ∈ Ir

unless r = #S, in which case we have Θ
L/F
S,T (0) ∈ Ir−1.

Our main result is:

Theorem 1 ([4], Corollary 5.10). Under appropriate conditions on T , we have Θ
L/F
S,T (0) ∈ Ir

unless K is totally real, in which case we have Θ
L/F
S,T (0) ∈ Ir−1 and 2Θ

L/F
S,T (0) ∈ Ir.

Our result implies Gross’s conjecture for r = #S. It implies Gross’s conjecture for
r < #S as well, except for the 2-part when K is totally real. In [4], we prove a stronger
result, where Ir is replaced by the product of the relative augmentation ideals associated to
the decomposition groups of each v ∈ S (see [4, Theorem 5.9]).2 Furthermore, we prove a

similar order of vanishing result for Θ
L/F
S,T (k) for k ∈ Z, k < 0.

In this paper, we make the simplifying assumption that K is totally complex and we
only consider k = 0. We sketch the arguments, which are greatly simplified under these
assumptions.

Remark 2. Prior to our work, the following result was known due to Popescu and Greither
[7, Theorem 6.5]. Let K be totally complex. Let p be prime, p 6= 2. Assume that S
contains all the primes of F above p. Then the “p-part” of Gross’s conjecture is true, i.e.
Θ
L/F
S,T (0) ∈ Ir ⊗ Zp.

2We are grateful to C. Popescu for suggesting that we strengthen our result in this form at the conference.

3



Our method of proof involves realizing the group-ring element Θ
L/F
S,T (0) as the cap product

between a cohomology class for the group of units in F with a homology class encoding a
basis for this group of units and the reciprocity map of class field theory for the extension
L/F . One can view this realization as separating the analytic component—namely the
cohomology class, defined using Shintani’s method and involving zeta functions—and the
algebraic component, namely the homology class defined in terms of algebraic information
about the field extension L/F . We prove that the image of the homology class in question
vanishes in Z[G̃]/Ir, and hence a fortiori the cap product with the cohomology class (namely,

the image of Θ
L/F
S,T (0) modulo Ir) vanishes as well.

The vanishing of the homology class follows from an explicit cap product formula, proven
in Theorem 8. The proof of this theorem is the technical heart of this paper (and of [4]).
In this paper we given an explicit combinatorial and computational proof Theorem 8, in
contrast to the more conceptual and formal proof given in [4, Theorem 3.6]. The inclusion
of this new proof is one motivation for the writing of this paper; we hope that the methods
described here may have use in other contexts.

The cohomology class involved is the so-called Eisenstein cocycle. Perhaps the first
appearance of this cocycle in the literature was the article [16] by Glenn Stevens, where
a cocycle for GL2(Q) was defined using integration along horocycles in the Borel–Serre
compactification of the modular curve. Later, alternate methods were introduced to define
the cocycle for GLn(Q), notably by Sczech [11] using principles of conditional convergence
and by Solomon, Hu, and Hill ([10], [9]) using Shintani’s method. These methods were
generalized with integral refinements in [2], [3], [14], [15] and in the current project [4] to
deduce results about classical and p-adic L-functions. It is a true pleasure to acknowledge
the great debt this field pays to the seminal work of Glenn Stevens.

2 Stickelberger Elements and the Eisenstein cocycle

2.1 Shintani’s Method

In this paper, we follow [3] in defining the Eisenstein cocycle using Shintani’s method. We
first recall Shintani’s approach. Consider the sum defining Θ:

Θ
L/F
S (s) =

∑
a∈OF
(a,S)=1

[Frob(L/F, a)−1]

Nas
, Re(s) > 1.

Let b1, . . . , bh denote a set of integral ideals representing the narrow ideal class group of F .
Each a is equivalent to a unique b−1

i in the narrow ray class group, and using the change of
variables abi = (α), α� 0, we have

Θ
L/F
S (s) =

h∑
i=1

Nbsi [Frob(L/F, bi)]
∑

α∈bi/E+,α�0

(α,S)=1

[Frob(L/F, (α))−1]

Nαs
. (3)

Here E+ denotes the group of totally positive units of OF .
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Shintani’s strategy is to view the inner sum in (3) geometrically. Embed F ⊂ Rn via the
n archimedean embeddings of F . The ideal bi is a lattice in Rn. Now F ∗ acts on Rn, where
x ∈ F ∗ acts by multiplication by the ith archimedean embedding of x on the ith coordinate.
Shintani proved that there is a fundamental domain D for the action of E+ on the totally
positive orthant (R>0)n ⊂ Rn consisting of a disjoint union of simplicial cones generated by
elements of F ∗. Such a set D is called a Shintani domain. Here, a simplicial cone generated
by linearly independent vectors x1, . . . , xm ∈ (R>0)n refers to the set

C(x1, . . . , xm) = {t1x1 + · · ·+ tmxm : ti ∈ R>0} ⊂ (R>0)n.

For a fixed σ ∈ G̃, the coefficient of [σ] in the inner sum of (3) can be written simply∑
α

1
Nαs

, where α ranges over the elements of b ∩ D such that

(α, S) = 1 and Frob(L/F, (α))−1 = σ.

The set of such α can be expressed as the disjoint union of lattices in Rn intersected with
simplicial cones generated by elements of F ∗. Shintani proved the analytic continuation of
such sums—called Shintani zeta functions—and gave their evaluation at nonpositive integers
in terms of Bernoulli numbers.

We conclude this section by giving an explicit construction of a Shintani domain D. In
fact, we will describe only a “signed Shintani domain”, which is a formal linear combination
D =

∑m
i=1 niCi where Ci is a simplicial cone and ni ∈ Z. We call 1D :=

∑m
i=1 ni1Ci the

characteristic function of D, where 1Ci denotes the characteristic function of the cone Ci.
The property of being a fundamental domain for the action of E+ is then replaced by the
condition ∑

ε∈E+

1D(ε ∗ x) = 1 for all x ∈ (R>0)n.

Let ε1, . . . , εn−1 denote an ordered basis for the free abelian group E+. Define the orien-
tation

w := sign det(log(εij))
n−1
i,j=1) = ±1, (4)

where εij denotes the jth coordinate of εi as an element of Rn. For each permutation
σ ∈ Sn−1 let

vi,σ = εσ(1) · · · εσ(i−1) ∈ E+, i = 1, . . . , n

(so by convention v1,σ = 1 for all σ). Define

wσ = (−1)n−1w · sign(σ) sign(det(vi,σ)ni=1) ∈ {0,±1}.

Now, given linearly independent elements x1, . . . , xn ∈ (R>0)n, one can associate to the
open cone C(x1, . . . , xn) its union with certain boundary faces via the process of “Colmez
perturbation” as follows. Choose the auxiliary vector Q = (1, 0, 0, . . . , 0), which has the
property that its ray (i.e. its set of R>0 multiples) is preserved by the action of E+. Then
define C∗(x1, . . . , xn) to be the union of C(x1, . . . , xn) with the boundary faces that are
brought into the interior of the cone by a small perturbation by Q, i.e.

1C∗(x1,...,xn)(x) = lim
h→0+

1C(x1,...,xn)(x+ hQ).
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We then have the following theorem, which was proved independently by Diaz y Diaz–
Friedman [6] and Charollois–Dasgupta–Greenberg [3]:

Theorem 3. The formal linear combination∑
σ∈Sn−1

wσC
∗(v1,σ, . . . , vn,σ)

is a signed fundamental domain for the action of E+ on (R>0)n, i.e. we have∑
ε∈E+

∑
σ∈Sn−1

wσ1C∗(v1,σ,...,vn,σ )(ε ∗ x) = 1 for all x ∈ (R>0)n.

2.2 Eisenstein Cocycle on F ∗+

We now define the Eisenstein cocycle using Shintani’s method, following [3]. Whereas the
cocycle may be defined on the larger group GLn(Q), for simplicity here we only describe the
restriction to the group of totally positive elements of F , denoted F ∗+ ⊂ F ∗ (here “restriction”
refers to an embedding F ∗ ⊂ GLn(Q) given by choosing a Q-basis for F ).

Let N denote the abelian group of functions (R>0)n −→ Z, which is endowed with a
natural action of (R>0)n ⊃ F ∗+ given by (t · f)(x) := f(t−1x). We then have:

Theorem 4 ([3], Theorem 1.6). Given x1, . . . , xn ∈ (R>0)n, let x = (xij) denote the n × n
matrix whose columns are the vectors xi. Define

Φ̃(x1, . . . , xn) = sgn det(x)1C∗(x1,...,xn).

Then Φ̃ is a homogenous (n− 1)-cocycle for the group F ∗+ acting on N .

The cocycle Φ̃ is our first manifestation of the Eisenstein cocycle. We now use Shintani
zeta functions to turn Φ̃ into a measure valued cocycle. For notational simplicity, in this
paper we let AF denote the ring of finite adeles. This is contrary to standard notation and
in particular to the notation of [4], where AF denotes the usual full adele ring.

For an abelian group A, we denote by Dist(AF , A) the A-module of functions µ that
assign to each compact open subset U ⊂ AF an element µ(U) ∈ A, such that for disjoint
open compacts U and V we have µ(U ∪ V ) = µ(U) + µ(V ). The A-module Dist(AF , A) is
endowed with an F ∗ action by (t · µ)(U) = µ(t−1U).

Let U ⊂ AF be an open compact subset. For linearly independent elements x1, . . . , xn ∈
F ∗+ ⊂ (R>0)n, define

ζ(x1, . . . , xn;U, s) =
∑

α∈C∗(x1,...,xn)
α∈F∩U

1

Nαs
, Re(s) > 1.

As mentioned above, Shintani proved that these zeta functions have analytic continuation
to C, and that the values at non-positive integers are rational [12].

The following result follows directly from Proposition 4; it gives our next manifestation
of the Eisenstein cocycle.
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Proposition 5. Define

Φ(x1, . . . , xn)(U) := sgn det(x)ζ(x1, . . . , xn;U, 0) ∈ Q.

Then Φ is a homogenous (n − 1)-cocycle for the group F ∗+ acting on the space Dist(AF ,Q)
of Q-valued distributions on AF .

Finally we introduce a smoothing of the Eisenstein cocycle using primes in T , employing
the “Cassou-Noguès trick”. For this, we must introduce extra conditions on the set T further
than those listed in the introduction. In the paper [4], these conditions are given in (A1)–
(A3) in §5.2. Here for simplicity, we assume that T = {q} consists of exactly one element q
such that Nq = ` is a prime larger than n + 1. We furthermore assume that S contains no
primes lying above `.

Given such a set T , we write T for the set of all places of F above `. Let F ∗
T
⊂ F ∗+ be

subgroup of elements with valuation 0 at every prime in T . We denote by

AT
F =

∏
v-`

′
Fv

the ring of finite adeles away from T . Given a compact open subset U ⊂ AT
F we define two

associated compact open subsets U0, U1 ⊂ AF by

U0 = U ×
∏
v|`

Ov, U1 = U ×
∏

v|`,v 6=q

Ov × qOq.

The following result gives the form of the Eisenstein cocycle that will be most useful in
this paper.

Proposition 6. For x1, . . . , xn ∈ F ∗T , and U ⊂ AT
F , define

Φi(x1, . . . , xn)(U) := Φ(x1, . . . , xn)(Ui) i = 0, 1,

and define
ΦT := Φ0 − ` · Φ1.

Then Φ0,Φ1, and ΦT are homogenous (n− 1)-cocycles for the group F ∗
T

acting on the space

Dist(AT
F ,Q), and ΦT (x1, . . . , xn)(U) ∈ Z.

The fact that ΦT takes on integer values is proven in [4, Prop. 4.1]. The cocycle property
for the Φi (and hence for ΦT ) follows formally from Prop. 5.

For the next few sections, we will ignore the set of smoothing primes T . This will ensure
some notational simplicity. In §3.3 we will note the minor changes that must be made to
achieve full integral results.
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2.3 Pairing Cohomology and Homology

Let R be a commutative ring endowed with the discrete topology. Let Cc(AF , R) denote the
R-module of compactly supported continuous (i.e. locally constant) functions on AF valued
in R. There is a canonical pairing

Dist(AF ,Z)× Cc(AF , R) −→ R (5)

µ× f 7→
∫
AF

fdµ

given by ∫
AF

fdµ :=
∑
r∈R

r · µ(f−1(r)).

Note that since f is compactly supported, the sum is finite. Of course, if µ is only Q-valued
(rather than Z-valued), then the integral will take values in R⊗Q. The pairing (5) induces
via cap product a pairing

Hn−1(F ∗+,Dist(AF ,Z))×Hn−1(F ∗+, Cc(AF , R)) −→ R

(ΦT , ρ) 7→ ΦT ∩ ρ.

Let R = Z[G̃]. In §2.4, we will define a class

ρL/F ∈ Hn−1(F ∗+, Cc(AF , R))

corresponding to taking a signed fundamental domain D for the action of E+ on (R>0)n and
to the restriction of the Artin reciprocity map recL/F : A∗F → G̃ ⊂ R∗. After an unwinding
of definitions, the following theorem (which will be proved in §2.5) will follow from Shintani’s

realization of the element Θ
L/F
S (0) described in §2.1.

Theorem 7. Θ
L/F
S (0) = Φ ∩ ρL/F ∈ Q[G̃].

Given Theorem 7, the idea behind the proof of Gross’s conjecture is that the image of
the homology class ρL/F in Hn−1(F ∗+, Cc(AF , R/I

r+1)) vanishes.

2.4 Definition of ρL/F

Let η ∈ Hn−1(E+,Z) ∼= Z be the generator represented by the homogenous (n− 1)-cycle∑
σ∈Sn−1

(−1)n−1w sign(σ)[(v1,σ, v2,σ, . . . , vn,σ)] ∈ Z[En
+]

where the notation is as in §2.1.
Let U =

∏
vO∗v and US =

∏
v 6∈S O∗v. Let R be a fundamental domain for action of

F ∗+/E+ on A∗F/U , i.e. a set of representatives for the narrow class group. We assume that
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these representative ideals are relatively prime to S. We can view the constant function 1
on R as an element 1R ∈ H0(E+, C(R,Z)) and hence consider

1R ∩ η ∈ Hn−1(E+, C(R,Z)) ∼= Hn−1(F ∗+, Cc(A
∗
F/U,Z)),

where the last isomorphism is by Shapiro’s Lemma since Cc(A
∗
F/U,Z) ∼= Ind

F ∗+
E+
C(R,Z).

Now consider the Artin reciprocity map recL/F : A∗F → G̃ ⊂ R as an element

recL/F ∈ H0(F ∗+, C(A∗F/U
S, R))

and define
ρL/F = recL/F ∩(1R ∩ η) ∈ Hn−1(F ∗+, Cc(A

∗
F/U

S, R)).

Finally, write A∗F,S :=
∏

v∈S F
∗
v . Consider the map

Cc(A
∗
F/U

S, R) −→ Cc(AF , R) (6)

induced by f · 1xUS 7→ f! · 1ideal(x)⊗Ẑ for f ∈ Cc(A∗F,S, R), x ∈ (AS
F )∗/US. Here f! denotes

the extension by zero of f to a function on AF,S. The map (6) is A∗F -equivariant and in
particular F ∗+-equivariant and hence induces a map on homology. We define

ρL/F ∈ Hn−1(F ∗+, Cc(AF , R))

to be the image of ρL/F under this map.

2.5 Proof of Theorem 7

This involves simply tracing through the definitions. Theorem 3 precisely states that

Φ̃ ∩ η ∈ H0(E+,N )

is the image in H0(E+,N ) of the characteristic function of a signed fundamental domain
D for the action of E+ on (R>0)n. In what follows, the notation

∑
α∈D will mean the sum∑

i ni
∑

α∈Ci if D =
∑

i ni1Ci for simplicial cones Ci.
Now let R as in §2.4 be a fundamental domain for the action of F ∗+/E+ on A∗F/U , so

R corresponds to a set b1, . . . , bh of representatives for the narrow class group of F (this
correspondence is given by R = {α ∈ A∗F/U : ideal(α) = bi for some i}). As above we
assume that each bi is relatively prime to S. We now calculate the image of

1R · recL/F ∈ Cc(A∗F/US, R)

under (6). Write recL/F as a product recSL/F · recL/F,S, where these functions are the compo-

sition of recL/F with projection onto (AS
F )∗ and A∗F,S =

∏
v∈S F

∗
v , respectively. If xi is an
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element of A∗F such that ideal(xi) = bi, then we find

1R · recL/F =
h∑
i=1

1xiU recSL/F recL/F,S

=
h∑
i=1

[Frob(L/F, bi)] recL/F,S ·1xiU

=
h∑
i=1

[Frob(L/F, bi)](recL/F,S ·1US) · 1xSi US ,

where the second equation follows from the fact that for y ∈ xiU
S, we have recSL/F (y) =

Frob(L/F, bi). In the third equation, xSi denotes the projection of xi onto (AS
F )∗, and

the equation follows since xi,SUS = US, as ideal(xi) = bi is relatively prime to S (here
xi = xSi xi,S).

Therefore, by definition of the map (6), we see that 1R · recL/F maps to

h∑
i=1

[Frob(L/F, bi)](recL/F,S ·1US)!1bi⊗Ẑ.

In conclusion, we see that

Φ ∩ ρL/F =

 h∑
i=1

∑
α∈bi,(α,S)=1

α∈D

[Frob(L/F, bi) · recL/F,S(α)]

Nαs

 |s=0. (7)

Now for α � 0 with (α, S) = 1, we have recL/F (α) = 1 and recSL/F (α) = Frob(L/F, (α));

therefore we have recL/F,S(α) = Frob(L/F, (α))−1. In view of this equality, it follows from

(3) and (7) that Φ ∩ ρL/F = Θ
L/F
S (0) as desired.

3 The cap product formula

So far the intermediate field K has not played a role in our discussion. In this section we
introduce another cohomology class

ρK/F,X ∈ Hn+r−1(F ∗+, Cc(A
X
F ,Z[G]))

associated to the extension K/F and the set

X = {p1, . . . , pr} ⊂ S

of places in S that split completely in K. We then describe a formula relating ρL/F to a
cap product between certain 1-cocycles associated to the splitting primes X and the class
ρK/F,X .
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3.1 Definition of ρK/F,X

The definition of ρK/F,X is very similar to that of ρL/F . However, we use the group of totally
positive X-units of F , denoted EX,+, which is a free abelian group of rank n + r − 1. Let
ηX ∈ Hn+r−1(EX,+,Z) be a generator corresponding to the same ordering of the basis of E+

used to define the generator η ∈ Hn−1(E+,Z) and a fixed ordering p1, . . . , pr of the primes
in X.

Let R be a fundamental domain for action of F ∗+/EX,+ on (AX
F )∗/UX . We can view

1R ∈ H0(EX,+, C(R,Z)) and hence consider

1R ∩ ηX ∈ Hn+r−1(EX,+, C(R,Z)) ∼= Hn+r−1(F ∗+, Cc((A
X
F )∗/UX ,Z)).

Now consider the restriction of the Artin reciprocity map as an element

recXK/F ∈ H0(F ∗+, C((AX
F )∗/US,Z[G])).

Note here the fact that recXK/F is invariant under F ∗+ follows from the fact that each prime
in X splits completely in K, so recK/F,X = 1. Define

ρK/F,X = recXK/F ∩(1R ∩ ηX) ∈ Hn+r−1(F ∗+, Cc((A
X
F )∗/US,Z[G])).

Then as in (6), we have a map

Cc((A
X
F )∗/US,Z[G]) −→ Cc(A

X
F ,Z[G]) (8)

induced by f · 1xUS 7→ f! · 1ideal(x)⊗Ẑ for f ∈ Cc(A∗F,S−X ,Z[G]), x ∈ (AS
F )∗/US. We define

ρK/F,X ∈ Hn+r−1(F ∗+, Cc(A
X
F ,Z[G]))

to be the image of ρK/F,X under the map on homology induced by (8).

3.2 1-cocycles attached to splitting primes

Recall that H = Gal(L/K), so G ∼= G̃/H, and that X ⊂ S denotes the set of places in S
that split completely in K. Since K is assumed to be totally complex, each place p ∈ X is
finite. Let recp : F ∗p → A∗F → G̃ denote the local component at p of the Artin reciprocity
map for L/F . Note that since p splits in K, it follows that the image of recp actually lies in
H.

For each p ∈ X we now define a class cp ∈ H1(F ∗p , Cc(Fp, H)). Intuitively, cp is the
coboundary attached to the function 1Op · recp, i.e.

“ cp(x) = (1− x)(1Op · recp) for x ∈ F ∗p . ” (9)

Now, the function 1Op · recp on F ∗p does not extend to an element of Cc(Fp, H). For this
reason (9) is not well-defined as written (and, being a coboundary, if it were well-defined it
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would represent the trivial class); nevertheless a formal manipulation of the right side of (9)
yields the following definition, which does make sense:

cp(x)(y) := 1xOp(y) · recp(x) + (1Op − 1xOp)(y) · recp(y) (10)

for x ∈ F ∗p and y ∈ Fp. Here we view H as a Z-module, so its group law is written additively
and the products in (10) should be understood accordingly (note that recp(y) is not defined
if y = 0, but the coefficient of recp(y) in this case is 0). One easily checks that the definition
(10) yields a 1-cocycle, whose cohomology class H1(F ∗p , Cc(Fp, H)) we again (by abuse of
notation) denote cp ∈ H1(F ∗p , Cc(Fp, H)). The cohomology class cp is nontrivial if and only
if recp is nontrivial, i.e. if and only if p is not split in L.

3.3 Smoothing

Let T = {q} be a set as §2.2, so Nq = ` is a prime integer. We state without giving details
the modifications of the constructions in the previous sections that are necessary. First, the
definition of the cohomology classes ρL/F and ρK/F,X are modified to yield classes

ρ
L/F
T ∈ Hn−1(F ∗

T
, Cc(A

T
F , R)), ρ

K/F,X
T ∈ Hn+r−1(F ∗

T
, Cc(A

X∪T
F ,Z[G])).

Then, the proof of Theorem 7 is modified to yield

ΦT ∩ ρL/KT = Θ
L/F
S,T (0) ∈ R.

For the details, we refer the reader to [4]. In the following however we will drop T , T again
from the notation. However the reader should be aware that for the application to the Gross
conjecture in Theorem 8 below, we really need the variant with ρ

L/K
T and ρ

K/F,X
T instead of

ρL/K and ρK/F,X .

3.4 Gross’s conjecture

The following is the key technical result leading to the proof of Gross’s conjecture.

Theorem 8. Let X = {p1, . . . , pr} denote the set of places in S splitting completely in K
and write R = Z[G̃]. We have

ρ
L/F
T ≡ (cp1 ∪ cp2 ∪ · · · ∪ cpr) ∩ ρ

K/F,X
T in Hn−1(F ∗

T
, Cc(A

T
F , R/I

r+1)). (11)

Remark 9. To view the cup and cap products on the right side of (11) as elements of
R/Ir+1, note that H ⊂ H ⊗ Z[G] ∼= I/I2 and apply

H × · · · ×H × Z[G] −→ I/I2 × · · · × I/I2 ×R/I −→ Ir/Ir+1 ⊂ R/Ir+1. (12)

Here there are r factors of H on the left and of I/I2 in the middle. The second arrow is
multiplication.

Gross’s conjecture follows easily from Theorem 8. Indeed, the map (12) lands in Ir/Ir+1,

so we obtain that the image of ρ
L/F
T in Hn−1(F ∗

T
, Cc(AF , R/I

r)) is trivial. Since

Θ
L/K
S,T (0) = ΦT ∩ ρL/FT ,

it follows that Θ
L/K
S,T (0) ≡ 0 (mod Ir) as desired.
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4 Proof of Theorem 8

In the remainder of the paper we sketch a proof of Theorem 8. For simplicty in the following
however we will drop T , T from the notation, i.e. we prove only the variant of (11) with ρ

L/F
T

and ρ
K/F,X
T replaced by ρL/F and ρK/F,X . The proof we give here is an explicit computation,

in contrast to the more conceptual argument described in [4].
For the rest of the paper, let R = Z[G̃]/Ir+1. Write X = {p1, . . . , pr}, and Fi := Fpi ,

Oi = Opi . We denote

recL/F,X :
r∏
i=1

F ∗pi → G̃→ R

by the character χ, and let χi : F ∗i → G̃→ R be the local component at pi. Thus χ =
∏
χi.

Here the map G̃→ R is induced by the natural inclusion G̃→ Z[G̃], g 7→ [g].
Note that we have χi ≡ 1 (mod I), i.e. we can write χi = 1+ψi for a function ψi : F ∗p → I.

The image of ψi mod I2 is a group homomorphism ψi : F ∗p → I/I2.
For each pi, choose a power pnii = (ti) that is principal, generated by an element ti that

is totally positive and such that χ(ti) = 1. For each i, let Fi = Oi − tiOi. Let T be the
subgroup of E+,X generated by the ti, let E ′ be the intersection of the kernel of χ with E+,
and let Γ = T ×E+, which has finite index in E+,X . The following is the first major step in
our proof of Theorem 8.

Proposition 10. Let [χ·1F1×···×Fr ] be the class of the function χ·1F1×···×Fr in H0(T,Cc(F1×
· · · × Fr, R)). We have

[χ · 1F1×···×Fr ] = (cψ1
∪ · · · ∪ cψr) ∩ ηT

where cψi ∈ H
1(Fi, Cc(Fi, I/I

2)) is the 1-cocycle associated to the homomorphism ψi as in

§3.2 (i.e. replace recp by ψi in (10)) and ηT ∈ Hr−1(T,Z) is the generator associated to
t1, . . . , tr.

Here the coefficients for the cup/cap products are viewed as taking values in Ir/Ir+1 ⊂ R
as in Remark 9.

Proposition 10 implies the following stronger version. Note that by Shapiro’s Lemma,
we have an isomorphism

Hn−1(Γ, Cc(F
∗
1 × · · · × F ∗r ,Z)) ∼= Hn−1(E ′, Cc(F1 × · · · × Fr,Z)). (13)

Let ε1, . . . , εn−1 be an ordered basis of E ′. For the group on the right, we get by taking cap
product with the corresponding generator ηE′ ∈ Hn−1(E ′,Z) ∼= Z an isomorphism

H0(E ′, Cc(F1 × · · · × Fr,Z)) ∼= Hn−1(E ′, Cc(F1 × · · · × Fr,Z)). (14)

Denote by ϑ ∈ Hn−1(Γ, Cc(F
∗
1 × · · · × F ∗r ,Z)) the image of 1F1×···×Fr under the compo-

sition of (14) with the inverse of the isomorphism (13). Taking the cap product with
χ ∈ H0(Γ, Cc(F

∗
1 × · · · × F ∗r , R)) gives a class

χ ∩ ϑ ∈ Hn−1(Γ, Cc(F
∗
1 × · · · × F ∗r , R)),

13



which by “extension by zero” yields a class (also denoted by χ ∩ ϑ by abuse of notation)

χ ∩ ϑ ∈ Hn−1(Γ, Cc(F1 × · · · × Fr, R)).

The following is a strengthening of Proposition 10.

Proposition 11. Let ηΓ ∈ Hn+r−1(Γ,Z) ∼= Z be the fundamental class corresponding to
ηT ⊗ ηE′ under the canonical isomorphism Hr(T,Z)⊗Hn−1(E ′,Z) ∼= Hn+r−1(Γ,Z). Then

χ ∩ ϑ = (cψ1
∪ · · · ∪ cψr) ∩ ηΓ

in Hn−1(Γ, Cc(F1 × · · · × Fr, R)).

To deduce Proposition 11 from Proposition 10, we show that the canonical map

Hn−1(Γ, Cc(F1 × · · · × Fr, R))→ Hn−1(E+, H0(T,Cc(F1 × · · · × Fr, R))) (15)

is an isomorphism; this will suffice since

Hn−1(E+, H0(T,Cc(F1 × · · · × Fr), R)) ∼= H0(E+, H0(T,Cc(F1 × · · · × Fr, R)))

and the right side is a subgroup of H0(T,Cc(F1 × · · · × Fr, R)). By the Hochschild–Serre
spectral sequence, the following proposition implies that (15) is an isomorphism.

Proposition 12. The T -module Cc(F1 × · · · × Fr, R) is homologically trivial, i.e. we have

Hi(T,Cc(F1 × · · · × Fr, R)) = 0, i ≥ 1.

For the remainder of this section we explain how Proposition 11 implies Theorem 8. Then
in §5 and §6, we prove Propositions 10 and 12, thereby completing the proof.

Note that for Theorem 8 it suffices to show that

ρL/F ≡ (cp1 ∪ cp2 ∪ · · · ∪ cpr) ∩ ρK/F,X in Hn−1(F ∗+, Cc(AF,X × (AX
F )∗/US, R)). (16)

We denote the prime-to-X-part of the reciprocity map recL/F by

ξ = recXL/F : (AX
F )∗/US −→ G̃ ⊂ R

so that recL/F (x) = χ(x′)ξ(x′′) for

x = (x′, x′′) ∈

(
r∏
i=1

F ∗pi

)
× (AX

F )∗/US.

Note that ξ(x) = χ(x)ξ(x) = 1 for all x ∈ Γ. There exists a subgroup ∆ of F ∗+ such that (i)
∆ ∩ E+,X = 1, (ii) E+,X ×∆ has finite index in F ∗ and (iii) ξ(a) = 1 = χ(a) for all a ∈ ∆.
Indeed, since F ∗+U

X/UX is (as a subgroup of the free-abelian group (AX
F )∗/UX) free-abelian,

the projection F ∗+ → F ∗+U
X/UX has a section s : F ∗+U

X/UX → F ∗+. The group ∆′ = s(F ∗+)
satisfies conditions (i), (ii) and the subgroup ∆ = ∆′ ∩ ker(ξ) conditions (i)-(iii).
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Let F ′ be a fundamental domain for the action of ∆ on (AX
F )∗/UX and let F ⊆ (AX

F )∗/US

be its preimage under the projection (AX
F )∗/US → (AX

F )∗/UX . Note that F is compact and
Γ-stable. Since Γ×∆ has finite index in F ∗+ there exists a restriction map

Hn−1(F ∗+, Cc(AF,X × (AX
F )∗/US, R)) −→ Hn−1(Γ×∆, Cc(AF,X × (AX

F )∗/US, R)). (17)

By Shapiro’s Lemma we have an isomorphism

Hn−1(Γ×∆, Cc(AF,X × (AX
F )∗/US, R)) ∼= Hn−1(Γ, Cc(AF,X ×F , R)). (18)

Furthermore we have an obvious cap-product pairing

∩ : H0(Γ, C(F , R))×Hn−1(Γ, Cc(F1 × · · · × Fr, R))→ Hn−1(Γ, Cc(AF,X ×F , R)).

Since Γ lies in the kernel of ξ we can view the restriction ξ|F of the character ξ to F as an
element in H0(Γ, C(F , R)). It is easy to see that the image of ρL/F under the composite of
(17) and (18) is the class

ξ|F ∩ (χ ∩ ϑ)

and the image of (cp1 ∪ cp2 ∪ · · · ∪ cpr) ∩ ρK/F,X is the class

ξ|F ∩ (cψ1
∪ · · · ∪ cψr) ∩ ηΓ.

We will show in §6 that (17) is injective. Thus (16) follows from Proposition 11.

5 Proof of Proposition 10

Let R be a commutative ring and I ⊂ R an ideal such that Ir+1 = 0. Let T = 〈t1, . . . , tr〉, a
free abelian group of rank r, and consider the R-module M = H0(T,Cc(F1 × . . . × Fr, R)).
Let ηT =

∑
σ∈Sr sign(σ)[tσ1| · · · |tσ(r)] be a generator of Hr(T,Z) ∼= Z. Let

χ = (χ1, . . . , χr) : F ∗1 × · · · × F ∗r → R∗

be a character such that χ(T ) = 1 and χi ≡ 1 (mod I). Write ψi = χi−1 and Fi := Oi−tiOi.
Our goal is to prove that in M , we have

χ · 1F1×···×Fr ≡ (cψ1
∪ · · · ∪ cψr) ∩ ρ, (19)

where cψi ∈ H
1(Fi, Cc(Fi, I/I

2)) as in (10).
To continue we introduce some notation, similar to [13]. Let A and B be disjoint subsets

of V = {1, . . . , r}. Define

Λ(A,B) :=
∏
a∈A

ψa1Fa
∏
b∈B

1Fb
∏

c∈V−A−B

1Oc .

Writing χ =
∏
χi =

∏
(1 +ψi) and multiplying out, we see that the left hand side of (19) is

equal to

χ · 1F1×···×Fr =
∑
A⊂V

Λ(A, V − A). (20)
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Let J ⊂ V . We say that a function f : J → V is non-self including if it satisfies the
property

f(S) 6⊂ S for all S ⊂ J, S 6= φ.

We let N(J, V ) be the set of non-self including maps f : J → V . For any i, j, write

x(i, j) := ψi(t
−1
j ) ∈ I.

We will prove that both sides of (19) are equal to∑
J⊂V

∑
f∈N(J,V )

∏
j∈J

x(f(j), j)Λ(V − J, φ).

5.1 LHS

We begin by noting that for any i and j, we have:

(1− tj)(ψi)(x) = (ψi(x)− ψi(t−1
j x))

= (χi(x)− χi(t−1
j x))

= χi(x)(1− χi(t−1
j ))

= −(1 + ψi(x))ψi(t
−1
j ). (21)

If i 6= j, we have (1− tj)1Fi = 0 and hence in this case (21) yields

(1− tj)(ψi1Fi) = −x(i, j)(1 + ψi)1Fi . (22)

This will enable us to deduce an inductive formula for the Λ(A,B). For notational
simplicity, if b ∈ B we simply write B − b for B − {b} and similarly for B ∪ a, etc.

Lemma 13. Let A,B be disjoint subsets of V and let b ∈ B. Then∑
J⊂A,J 6=φ

(∏
j∈J

x(j, b)

)∑
J ′⊂J

Λ(A−J ′, J ′∪B−b) =
∑
J⊂A

(∏
j∈J

x(j, b)

)∑
J ′⊂J

Λ(A−J ′, J ′∪B). (23)

Proof. We evaluate (1 − tb)Λ(A,B − {b}), which is 0 in M by definition. In general note
that we have

(1− t)(f1 . . . fr) =
∑

J⊂V,J 6=φ

(−1)|J |+1
∏
j∈J

(1− t)fj
∏
j 6∈J

fj.

In the present application, (1 − tb)1Oc = 0 = (1 − tb)1Fc for c 6= b, and (1 − tb)1Ob = 1Fb .
Hence we need only consider sets J contained in A ∪ b. Equation (22) shows that if J ⊂ A,
then ∏

j∈J

(1− tb)(ψj1Fj) =
∏
j∈J

(−x(j, b))(1 + ψj)1Fj

=
∏
j∈J

(−x(j, b)) ·
∑
J ′⊂J

( ∏
i∈J−J ′

ψi1Fi
∏
i∈J ′

1Fi

)
.
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Combining these facts, we see that the contribution to (1− tb)Λ(A,B− b) from terms J not
containing b (i.e. J ⊂ A) is the negative of the left side of (23), whereas the contribution
from the terms J ⊂ A ∪ b containing b is the right side of (23), (with J − b replacing J in
the notation).

For any nonnegative integer i, let Mi ⊂M be the kernel of the natural map

M → H0(T,Cc(F1 × · · · × Fr, R/I i)).

Note that

Λ(A,B) ∈M|A|, I iMj ⊂Mi+j, M0 = M, and Mr+1 = 0. (24)

We can now evaluate the LHS of (19) without any more consideration of function spaces; in
other words, the following result follows purely combinatorially from Lemma 13 and (24).

Lemma 14. We have∑
A⊂V

Λ(A, V − A) =
∑
J⊂V

∑
f∈N(J,V )

(∏
j∈J

x(f(j), j)

)
Λ(V − J, φ).

To prove Lemma 14, we must first prove a general formula for Λ(A,B). Given disjoint
sets A,B ⊂ V and a subset C ⊂ A, let N ′(A,B,C) denote the set of maps f ∈ N(B ∪C,A)
such that C ⊂ Im(f). By convention, we let N ′(A, φ, φ) have one element for any set A.

Lemma 15. Let A and B be disjoint subsets of V . Let n = |A|+ |B|. Then Λ(A,B) ∈Mn

and
Λ(A,B) ≡

∑
C⊂A

f∈N ′(A,B,C)

Λ(A− C, φ)
∏

j∈B∪C

x(f(j), j) (mod Mn+1). (25)

Before proving the lemma, we first show that it completes our evaluation of the LHS.

Proof of Lemma 14. When B = V − A, n = |A| + |B| = r, and Mr+1 = 0. Therefore
Lemma 15 gives us a true equality in M in this case. Summing over all A ⊂ V , we obtain∑

A⊂V

Λ(A, V − A) =
∑
A⊂V

∑
C⊂A

f∈N ′(A,V−A,C)

Λ(A− C, φ)
∏

j∈(V−A)∪C

x(f(j), j).

Change variables on the right side by letting J = (V − A) ∪ C. We then obtain∑
J⊂V

∑
C⊂J

f∈N ′((V−J)∪C,J−C,C)

∏
j∈J

x(f(j), j)Λ(V − J, φ).

To complete the proof, it remains to show that for a fixed J ⊂ V , there is a bijection between
N(J, V ) and the set of pairs (C, f) with C ⊂ J and f ∈ N ′((V − J) ∪ C, J − C,C). This
bijection is simply f 7→ (Im(f) ∩ J, f).
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Proof of Lemma 15. We use induction. To this end, define a partial order on the set of pairs
(A,B) of disjoint subsets of V lexicographically on the sizes of A and B; in other words,

(A,B) < (A′, B′) if |A| < |A′| or (|A| = |A′| and |B| < |B′|).

For the base case of the induction, consider the case B = φ for any set A. Λ(A, φ) ∈ M|A|
is given. Furthermore, N ′(A, φ,C) is empty unless C = φ in which case N ′(A, φ, φ) has one
element by our convention; our congruence then simply reads Λ(A, φ) ≡ Λ(A, φ).

For the inductive step we have B 6= φ. Let b ∈ B and apply Lemma 13. On the right
side of (23), consider the terms where J ′ = φ. When J = φ as well, we obtain Λ(A,B).
When J ′ = φ but J 6= φ, we obtain terms of the form xΛ(A,B) with x ∈ I. Therefore
the total contribution of terms on the right side with J ′ = φ has the form (1 + x)Λ(A,B)
with x ∈ I. For terms on the right side with J ′ 6= φ, we have (A − J ′, B ∪ J ′) < (A,B)
with respect to our ordering, hence we may use the induction hypothesis to conclude that
Λ(A−J ′, B∪J ′) ∈Mn. Furthermore J ′ 6= φ implies J 6= φ and therefore there is at least one
factor x(f(j), j) ∈ I in each such term; since IMn ⊂ Mn+1, none of these terms contribute
modulo Mn+1.

Now we consider the left side of (23). Note that all of the pairs appearing are less than
(A,B) in our ordering: if J ′ 6= φ, then |A − J ′| < |A|, and if J ′ = φ then |J ′ ∪ B − b| <
|B|. We may use the induction hypothesis on all these terms, therefore, and conclude that
Λ(A− J ′, J ′ ∪B− b) ∈Mn−1. Furthermore, in this sum J 6= φ so there is at least one factor
x(f(j), j) ∈ I in each term. This implies all the following:

• each term on the left lies in Mn;

• the class modulo Mn+1 of each term on the left depends only on Λ(A− J ′, J ′ ∪B − b)
modulo Mn;

• only terms where |J | = 1 contribute on the left modulo Mn+1, since other J give at
least two factors x(f(j), j) ∈ I.

Combining all of these observations, we therefore deduce that∑
a∈A

x(a, b)(Λ(A,B − b) + Λ(A− a, (B ∪ a)− b)) ≡ (1 + x)Λ(A,B) (mod Mn+1), (26)

with the left side (and hence the right) lying in Mn. Since x ∈ I and Ir+1 = 0, we have
(1 + x) ∈ R∗ and (1 + x)−1 ≡ 1 (mod I). Since the left hand side of (26) is in Mn, its class
modulo Mn+1 is unaffected by multiplication by elements in 1 + I; therefore we obtain the
same congruence with the (1 + x) eliminated. Using the induction hypothesis for the two Λ

18



terms on the left, we obtain

Λ(A,B) ≡
∑
a∈A

x(a, b)
∑
C⊂A

f∈N ′(A,B−b,C)

Λ(A− C, φ)
∏

j∈(B−b)∪C

x(f(j), j)

+
∑
a∈A

x(a, b)
∑

C⊂A−a
f∈N ′(A−a,(B∪a)−b,C)

Λ(A− a− C, φ)
∏

j∈(B−b)∪a∪C

x(f(j), j) (mod Mn+1).

≡
∑
C⊂A

Λ(A− C, φ)

 ∑
a∈A

f∈N ′(A,B−b,C)

x(a, b)
∏

j∈B−b∪C

x(f(j), j)+ (27)

∑
a∈C

f∈N ′(A−a,(B∪a)−b,C−a)

x(a, b)
∏

j∈B−b∪C

x(f(j), j)

 (mod Mn+1). (28)

Therefore, to conclude the proof, we must show that for A,B,C fixed (with A, B disjoint,
C ⊂ A and b ∈ B), that there is a bijection between N ′(A,B,C) and the disjoint union of
the sets D1 and D2, where D1 is the set of pairs (a, f) with a ∈ A and f ∈ N ′(A,B − b, C),
and D2 is the set of pairs (a, f) with a ∈ C and f ∈ N ′(A−a, (B∪a)−b, C−a). Furthermore
under this bijection, the product on the right side of (25) should match up with those in
(27) and (28).

This bijection is easy to write down. Given f ∈ N ′(A,B,C), let a = f(b). If a 6∈
Im(f |(B−b)∪C) and a ∈ C, then we map f to (a, f |(B−b)∪C) in D2. Otherwise, map f to
(a, f |(B−b)∪C) in D1. One checks that this is a bijection and that the corresponding products
match up. (When B = {b} and C = φ, special care must be taken to note that one must
adopt our convention that N ′(A, φ, φ) has one element to ensure that we retain a bijection
in this case; this justifies our convention and our verification of the base case above.) This
concludes the proof.

5.2 RHS

The calculation of the right hand side of (19) follows exactly along the analogous part of
[13], see e.g. §4.2 of loc. cit. For concreteness we write out some details.

The right side of (19) is by definition the image in M of

∑
σ∈Sr

sign(σ)
r∏
i=1

cψi(tσ(i)) = det(cψi(tj))i,j=1...,r. (29)

Note that by definition we have

cψi(tj) =

{
((1− ti)ψi)(1Oi − 1Fi) + ψi1Fi i = j

((1− tj)ψi)1Oi i 6= j.
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In particular, all of these functions take values in I. Since (29) is a linear combination of
products of r such terms, the result lies in Mr and furthermore depends only on the value
of each cψi(tj) mod I2. In particular it follows from (21) that modulo I2 we have

cψi(tj) ≡

{
−x(i, i)(1Oi − 1Fi) + ψi1Fi i = j

−x(i, j)1Oi i 6= j.
(30)

Lemma 16. The value of (cψ1
∪ · · · ∪ cψr) ∩ ρ depends only on each cψi(tj) modulo I1Fi.

Proof. If we multiply either of the two expressions on the right of (30) for i = 1, . . . , r and
expand, then we obtain a linear combination of terms of the form Λ(A,B) for disjoint subsets
A,B ⊂ V . Furthermore, the coefficient of Λ(A,B) arising from the various x(i, j) terms lies
in Ir−|A|. Since we proved in Lemma 15 that Λ(A,B) ∈ M|A|+|B|, the product will lie in
Mr+|B|. Therefore, this will be zero unless B = φ. In other words, adding an element of I1Fi
to cψi(tj) does not alter the value of the cup product, as claimed.

Thus (30) can be written more succinctly as

cψi(tj) ≡ −x(i, j)1Oi + δijψi1Fi (mod (I2, I1Fi)),

and we thus obtain:

Lemma 17. We have

(cψ1
∪ · · · ∪ cψr) ∩ ρ = det(−x(i, j)1Oi + δijψi1Fi)i,j=1,...,r.

We now conclude exactly as in [13, pp. 105-106]. Namely, expanding this determinant,
we obtain

(cψ1
∪ · · · ∪ cψr) ∩ ρ =

∑
J⊂V

a(J)Λ(V − J, φ) where a(J) = det(−x(i, j))i,j∈J .

Now since 1 = χ(t−1
j ) =

∏r
i=1(1+ψi(t

−1
j )), it follows that

∑r
i=1 x(i, j) ≡ 0 (mod I2). Lemma

4.9 of loc. cit. therefore implies that

a(J) ≡
∑

f∈N(J,V )

∏
i∈J

x(f(i), i) (mod I |J |+1).

In conclusion, we obtain the desired result:

Lemma 18. We have in M :

(cψ1
∪ · · · ∪ cψr) ∩ ρ =

∑
J⊂V

∑
f∈N(J,V )

(∏
i∈J

x(f(i), i)

)
Λ(V − J, φ).

Combining (20), Lemma 14 and Lemma 18, we obtain Proposition 10.
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6 Proof of Proposition 12 and the injectivity of (17)

Let R be a commutative ring endowed with the discrete topology and let vi : F → Z∪{+∞}
be the normalized additive valuation associated to pi for i = 1, . . . , r. Here we consider
(slightly more generally than in §4) a subgroup T of F ∗ such that T 7→ Zr, t 7→ (vi(t))i=1,...,r

is injective. Consider the R[T ]-module M = Cc(F1 × F2 × · · · × Fr, R). In this section we
show that that M has a decreasing filtration of length 2r

M = M0 ⊇M1 ⊇ . . . ⊇M2r = 0 (31)

by R[T ]-submodules such that the following holds

(i) Each quotient Mm/Mm+1 is an induced R[T ]-module.

(ii) As an R-module the filtration (31) splits, i.e. the sequence 0 → Mn+1 → Mn →
Mn/Mn+1 → 0 splits as a sequence of R-modules (but not necessarily as R[T ]-
modules).

Since extensions of homologically trivial modules are again homologically trivial (i) im-
plies in particular that M is homologically trivial, i.e. Hi(T,M) = 0 for i ≥ 1.

The proof of the existence of (31) follows [13, §4.1] closely. We will use induction over
r. Property (ii) is a technical condition needed in the induction step. It is equivalent to
the existence of a sequence of R-modules N1, . . . , N2r of M such that Mn =

⊕2r

j=n+1 Nj for
n = 0, . . . , 2r − 1.

6.1 Construction of the filtration

Note that M ∼= M1 ⊗R M2 with M1 = Cc(F1 × · · · × Fr−1, R) and M2 = Cc(Fr, R). Let
T1 = {t ∈ T : vr(t) = 0} and choose tr ∈ T with vr(tr) > 0 such that T is generated by T1

and tr.
Let F denote a T1-stable fundamental domain for the action of tr on F ∗r , e.g. F =

Or − trOr. We define a filtration on M2 by M0
2 = M2,

M1
2 = {f ∈M2 : f is constant on each tnrF , n ∈ Z},

and M2
2 = 0. Note that each M j

2 is T -stable. Furthermore it is easy to see that the sequence

0→M1
2 →M2 →M2/M

1
2 → 0 (32)

splits as a sequence of R-modules.

Proposition 19. As a T -module, we have

gr1M2 := M1
2/M

2
2 = M1

2
∼= IndTT1 R.

21



Proof. First we note that there is an isomorphism

M1
2 →M1

2 ∩ Cc(F ∗r , R) = {g ∈M1
2 : g(0) = 0}

given by f 7→ (1 − tr)f . Note that (1 − tr)f vanishes at 0 and hence defines an element
of Cc(F

∗
r , R). To see this is an isomorphism, one may define an inverse by sending g ∈

M1
2 ∩ Cc(F ∗r , R) to the function

((1− tr)−1g)(x) :=
∞∑
n=0

(tnr g)(x) :=
∞∑
n=0

g(x/tnr ), x ∈ F ∗i .

For a given x ∈ F ∗r , this is a finite sum, and one checks that it provides an inverse to the
map (1 − tr). The key fact here is that (1 − tr)−1g extends to a continuous function at 0.
Indeed, the value at 0 is given by

∞∑
n=−∞

g(x/tnr )

for any x ∈ F ∗r . (This is sum is actually finite on both ends.) The independence of this value
on x follows from the fact that g is constant on tnrFr for each n.

To conclude the proof, it is easy to see that

M1
2 ∩ Cc(F ∗r , R) ∼= IndTT1 R.

Indeed, T1 acts trivially on M1
2 , and the module R corresponds to the inclusion R · 1F1 ⊂

M1
2 .

Proposition 20. With notation as above, we have an isomorphism of T -modules

gr0M2 := M0
2/M

1
2
∼= IndTT1(Cc(Fr, R)/R).

Proof. First note that there is an isomorphism of T -modules

Cc(F
∗
r , R)/M1

2 ∩ Cc(F ∗r , R))→ Cc(Fr, R)/M1
2 = gr0M2.

Indeed, this map is simply induced by the canonical inclusion; it is surjective since every
f ∈ Cc(Fi, R) is equivalent modulo M1

2 to f − f(0)1Or ∈ Cc(F ∗r , R).
Now we note that Cc(Fr, R)/R ⊂ Cc(F

∗
r , R)/(M1

2 ∩ Cc(F ∗r , R)) is a T1-stable subspace,
and the isomorphism

Cc(F
∗
r , R)/(M1

2 ∩ Cc(F ∗r , R)) ∼= IndTT1(Cc(Fr, R)/R)

is easily seen.

Tensoring (32) with M1 and using the fact that for any R[T1]-module N we have

M1 ⊗R IndTT1 N
∼= IndTT1(M̃1 ⊗R N)
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(where M̃1 is the group M1 considered only as an R[T1]-module) we obtain an exact sequence

0→ IndTT1(M̃1)→M → IndTT1(M̃1 ⊗R N)→ 0 (33)

with N = Cc(Fr, R)/R.

By the induction hypotheses the R[T1]-module M̃1 has a filtration M̃1 = M̃0
1 ⊇ M̃1

1 ⊇
. . . ⊇ M̃2r−1

1 = 0 by R[T1]-submodules satisfying (i) and (ii). The latter implies that tensoring

with N also yields a filtration on M̃1⊗RN of length 2r−1 with properties (i) and (ii). Applying
IndTT1 , we see that the first and third R[T ]-module in (33) have a filtration of length 2r−1

of the desired form. Hence we obtain a decreasing filtration M• of length 2r on the M ,
namely M2r−1 ⊇ M2r−1+1 ⊇ . . . ⊇ M2r = 0 is the image of the filtration on IndTT1(M̃1) and

the image of M0 ⊇ M1 ⊇ . . . ⊇ M2r−1
under the second map in (33) is the filtration on

IndTT1(M̃1 ⊗R N). That (i) holds for M• is obvious and (ii) is easily seen using the fact that
(32) splits.

6.2 Injectivity of (17)

We show here more generally that the restriction

Hn−1(H,Cc(AF,X × (AX
F )∗/US, R))→ Hn−1(H ′, Cc(AF,X × (AX

F )∗/US, R)) (34)

is injective for a pair H ′ ⊆ H of subgroups of F ∗+ of finite index. For that we can decompose
H in the form H = Γ × ∆ where Γ = H ∩ E+,X . It is clearly enough to consider the case
H ′ = Γ′ ×∆′ with either (1) Γ′ = Γ or (2) ∆′ = ∆.

Put M = Cc(AF,X , R), M ′ = Cc((A
X
F )∗/US, R) so that we have

Cc(AF,X × (AX
F )∗/US, R) = M ⊗M ′.

There exists a R[Γ]-module N such that M ′ = IndHΓ N . In fact we can choose N = C(F , R)
where F is the preimage under the projection (AX

F )∗/US → (AX
F )∗/UX of a fundamental

domain for the action of ∆ on (AX
F )∗/UX . It follows that

Cc(AF,X × (AX
F )∗/US, R) = IndHΓ (M ⊗N)

and (34) can be identified in case (1) with the diagonal embedding

Hn−1(Γ,M ⊗N)→
[∆:∆′]⊕
j=1

Hn−1(Γ,M ⊗N).

In case (2) the map (34) can be identified with the restriction

Hn−1(Γ,M ⊗N)→ Hn−1(Γ′,M ⊗N) (35)

To proceed further we decompose Γ as E × T with E = H ∩ E+. Again, we may assume
Γ′ = E ′ × T ′.
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Using the filtration (31) above it is easy to see that Q := M ⊗N as well has a decreasing
filtration by R[Γ]-modules such that the graded quotients are induced as T -modules. In
particular Q is homologically trivial as a T - as well as T ′-module and res : H0(T,Q) →
H0(T ′, Q) is injective. Using the Hochschild-Serre spectral sequence we may identify (35)
with the upper horizontal arrow of

Hn−1(E,H0(T,Q)) −−−→ Hn−1(E ′, H0(T ′, Q))x · ∩ηE x∩ · ηE′
H0(E,H0(T,Q)) −−−→ H0(E ′, H0(T ′, Q)).

Note that the vertical maps are isomorphisms. Since the lower horizontal map is injective
we conclude that (35) is injective.
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