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Abstract

Let \( H/F \) be a finite abelian extension of number fields with \( F \) totally real and \( H \) a CM field. Let \( S \) and \( T \) be disjoint finite sets of places of \( F \) satisfying the usual conditions. The Brumer–Stark conjecture states that the Stickelberger element \( \Theta_{H/F}^{S,T} \) annihilates the \( T \)-smoothed class group \( \text{Cl}^T(H) \). We prove this conjecture away from \( p = 2 \), i.e. after tensoring with \( \mathbb{Z}[1/2] \). We prove a stronger version of this result conjectured by Kurihara that states that \( (\Theta_{H/F}^{S,T})^\# \) lies in the 0th Fitting ideal of the Pontryagin dual of \( \text{Cl}^T(H) \). We also show that this stronger result implies Rubin’s higher rank version of the Brumer–Stark conjecture, again away from 2.

Our technique is a generalization of Ribet’s method, building upon on our earlier work on the Gross–Stark conjecture. Here we work with group ring valued Hilbert modular forms as introduced by Wiles. A key aspect of our approach is the construction of “higher congruences” between cusp forms and Eisenstein series, stronger than that usually expected, arising as shadows of the trivial zeroes of \( p \)-adic \( L \)-functions. These higher congruences are essential to proving that the cohomology classes we construct are unramified at \( p \). Our calculation of the Fitting ideal is also new.
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### 1 Introduction

Let $F$ be a totally real field of degree $n$ over $\mathbb{Q}$. Let $H$ be a finite abelian extension of $F$ that is a CM field. Write $G = \text{Gal}(H/F)$. Associated to any character $\chi: G \rightarrow \mathbb{C}^*$ one has the Artin $L$-function

$$L(\chi, s) = \prod_p \frac{1}{1 - \chi(p)Np^{-s}}, \quad \text{Re}(s) > 1,$$

where the product ranges over the maximal ideals $p \subset \mathcal{O}_F$. We adopt the convention that $\chi(p) = 0$ if $\chi$ is ramified at $p$. The Artin $L$-function $L(\chi, s)$ has a meromorphic continuation to $\mathbb{C}$ that is analytic if $\chi \neq 1$, and has only a single simple pole at $s = 1$ if $\chi = 1$.

Let $\Sigma, \Sigma'$ denote disjoint finite sets of places of $F$ with $\Sigma \supset S_\infty$, the set of infinite places of $F$. We do not impose any other conditions on $\Sigma, \Sigma'$.

The “$\Sigma$-depleted, $\Sigma'$-smoothed” $L$-function of $\chi$ is defined by

$$L_{\Sigma, \Sigma'}(\chi, s) = L(\chi, s) \prod_{p \in \Sigma \setminus S_\infty} (1 - \chi(p)Np^{-s}) \prod_{p \in \Sigma'} (1 - \chi(p)Np^{1-s}).$$

These $L$-functions can be packaged together into a Stickelberger element

$$\Theta_{\Sigma, \Sigma'}^{H/F}(s) \in \mathbb{C}[G]$$

defined by (we drop the superscript $H/F$ when unambiguous)

$$\chi(\Theta_{\Sigma, \Sigma'}(s)) = L_{\Sigma, \Sigma'}(\chi^{-1}, s) \quad \text{for all} \; \chi \in \hat{G}.$$
A classical theorem of Siegel and Shintani implies that the specialization
\[ \Theta_{\Sigma,\Sigma'} = \Theta_{\Sigma,\Sigma'}(0) \]
lies in \( Q[G] \). For an integral statement, we must impose conditions on the depletion and smoothing sets. Let \( S, T \) denote disjoint finite sets of places of \( F \) with \( S \supset S_\infty \cup S_{\text{ram}} \), where \( S_{\text{ram}} \) denotes the set of finite primes of \( F \) ramified in \( H \). We impose the following condition on \( T \).

Let \( T_H \) denote the set of primes of \( H \) above those in \( T \). The group of roots of unity \( \zeta \in \mu(H) \) such that \( \zeta \equiv 1 \pmod{p} \) for all \( p \in T_H \) is trivial. (1)

If \( T \) contains two primes of different residue characteristic, or one prime of residue characteristic larger than \( [F : Q] + 1 \), then this condition automatically holds. Therefore it is simple to choose a set \( T \) independent of \( H \) that satisfies the condition. A celebrated theorem of Deligne–Ribet \([17]\) and Cassou-Noguès \([8]\) states that
\[ \Theta_{S,T} \in Z[G]. \]

Let \( \text{Cl}^T(H) \) denote the ray class group of \( H \) with conductor equal to the product of primes in \( T_H \). This is defined as follows. Let \( I_T(H) \) denote the group of fractional ideals of \( H \) relatively prime to the primes in \( T_H \). Let \( P_T(H) \) denote the subgroup of \( I_T(H) \) generated by principal ideals \( (\alpha) \) where \( \alpha \in O_H \) satisfies \( \alpha \equiv 1 \pmod{p} \) for all \( p \in T_H \). Then
\[ \text{Cl}^T(H) = I_T(H)/P_T(H). \]

This \( T \)-smoothed class group is naturally a \( Z[G] \)-module. The following conjecture stated by Tate ((47, Conjecture IV.6.2)) is known as the Brumer–Stark conjecture.

**Conjecture 1.1** (Tate–Brumer–Stark). We have
\[ \Theta_{S,T} \in \text{Ann}_{Z[G]}(\text{Cl}^T(H)). \]

Let us briefly describe the history of this conjecture as well as its significance. In 1890, Stickelberger proved \([3]\) when \( F = Q \) by computing the ideal factorization of Gauss sums in cyclotomic fields \([46]\). In the late 1960s, Brumer defined and studied the Stickelberger element \( \Theta_S = \Theta_{S,\emptyset} \) for arbitrary totally real \( F \), generalizing Stickelberger’s construction. Brumer conjectured that any element of \( (\Theta_S \cdot Z[G]) \cap Z[G] \) should annihilate \( \text{Cl}(H)/\overline{\text{Cl}(F)} \), where \( \overline{\text{Cl}(F)} \) denotes the image of \( \text{Cl}(F) \) in \( \text{Cl}(H) \) under the natural map induced by extension of ideals. This conjecture was not published by Brumer, but was described in lectures and became well-known to researchers in the field \([6]\). Brumer’s conjecture is explicitly stated for \( F \) real quadratic in the 1970 Ph.D. thesis of Rideout \([38, \text{Theorem 1.15}] \). See also the paper of Coates–Sinnott, where Brumer’s ideas are discussed \([10, \text{Pp. 254 and 256}] \).
Throughout the 1970’s Stark conducted a series of deep investigations into refinements of the analytic class number formula. His “rank one abelian conjecture,” stated in [44], proposed the existence of units $u$ in abelian extensions $H/F$ whose absolute values at all conjugates of a given archimedean place $w$ are described explicitly in terms of the first derivatives at 0 of the $L$-functions of the extension $H/F$. In addition, Stark observed in the cases he studied the following interesting condition: if $e = \#\mu(H)$ denotes the number of roots of unity in $H$, then the extension $H(u^{1/e})/F$ is abelian. See Stark’s pleasant exposition [45] for a description of the origin of his work on these conjectures, and in particular his discovery of this “abelian” condition (§4).

Tate realized that Brumer’s conjecture and Stark’s conjecture could be stated simultaneously in the same notational framework using an arbitrary place $v$ of $F$ that splits completely in $H$; when $v$ is finite one recovers Brumer’s conjecture, and when $v$ is infinite one recovers Stark’s rank one abelian conjecture. Tate introduced the smoothing set $T$ and noted that Stark’s abelian condition can be interpreted as the statement that $\Theta_{S,T}$ annihilates $\text{Cl}^T(H)$, and not just the class group $\text{Cl}(H)$. Because of the incorporation of Stark’s abelian condition into the conjecture, he dubbed the conjecture the Brumer–Stark conjecture [47, §4.6].

The Brumer–Stark conjecture can be related to Hilbert’s 12th problem as follows. Let $p \not\in S \cup T$ denote a prime of $F$ that splits completely in $H$. Pick a prime $\mathfrak{p}$ of $H$ above $F$ and write $\Theta_{S,T} = \sum_{\sigma \in G} \zeta_{S,T}(\sigma) \cdot |\sigma^{-1}(\mathfrak{p})|$. Conjecture 1.1 implies that the ideal
\[ \mathfrak{p}^{\Theta_{S,T}} = \prod_{\sigma \in G} \sigma^{-1}(\mathfrak{p}) \zeta_{S,T}(\sigma) \]
is a principal ideal $(u)$ generated by an element $u \equiv 1 \mod pO_H$ for all $p \in T$. A very mild refinement of Conjecture 1.1 which was the actual statement proposed by Tate, is that the generator $u$ can be chosen to satisfy $\overline{u} = u^{-1}$, where $\overline{u}$ denotes the image of $u$ under the complex conjugation of $H$. (In any case the quotient $v = u/\overline{u}$ for any generator $u$ would satisfy $v = v^{-1}$ and generate the ideal $\mathfrak{p}^{2\Theta_{S,T}}$, so this refinement only concerns a factor of 2.)

The element $u$ satisfying these properties is unique and is called a Brumer–Stark unit. This is a canonical $p$-unit in $H$ with valuations at primes above $p$ determined by the $L$-functions of the extension $H/F$:
\[ \sum_{\sigma \in G} \chi(\sigma) \text{ord}_{\sigma^{-1}(\mathfrak{p})}(u) = L_{S,T}(\chi, 0) \]
for all $\chi \in \hat{G}$. The conjectural existence of the elements $u \in H$ suggests the possibility of an explicit class field theory for the ground field $F$. This perspective is explored further in our forthcoming work [14], where we prove an explicit $p$-adic analytic formula for Brumer–Stark units and give applications to Hilbert’s 12th problem for $F$.

There is a refinement of the prime-to-2 part of Conjecture 1.1 known as the Strong Brumer–Stark conjecture. Let
\[ \text{Cl}^T(H)^\vee = \text{Hom}_\mathbb{Z}(\text{Cl}^T(H), \mathbb{Q}/\mathbb{Z}) \]
denote the Pontryagin dual of $\text{Cl}^T(H)$ endowed with the contragradient $G$-action:

$$\sigma(f)(c) = f(\sigma^{-1}c).$$

Let $x \mapsto x^\#$ denote the involution on $\mathbb{Z}[G]$ induced by $g \mapsto g^{-1}$ for $g \in G$. Finally, for a $\mathbb{Z}[\frac{1}{2}][G]$-module $M$, let

$$M^- = M/(\sigma + 1) \cong \{ m \in M : \sigma m = -m \},$$

where $\sigma \in G$ denotes the unique complex conjugation of $H$. If $M$ is only a $\mathbb{Z}[G]$-module, we let $M^- = (M \otimes \mathbb{Z}[\frac{1}{2}])^-$. In particular $\mathbb{Z}[G]^− = \mathbb{Z}[\frac{1}{2}][G]/(\sigma + 1)$.

**Conjecture 1.2** (Strong Brumer–Stark). We have

$$\Theta_{S,T}^\# \in \text{Fitt}_{\mathbb{Z}[G]}(\text{Cl}^T(H)^{\vee,-}). \quad (4)$$

Here Fitt denotes the 0th Fitting ideal. The Fitting ideal of $\text{Cl}(H)$ and its smoothed version $\text{Cl}^T(H)$ have been the subject of great study for many years. Observers have noted that the inclusion $\Theta_{S,T} \in \text{Fitt}_{\mathbb{Z}[G]}(\text{Cl}^T(H)^{-})$ holds in important special instances, but is *false* in general. This is studied in detail in [21], where it is suggested that the Fitting ideal of the Pontryagin dual of the class group is better behaved than the class group itself. See also [34] for a discussion of these issues. In [19], Greither proved a version of (4) under the assumption of the equivariant Tamagawa number conjecture.

Conjecture 1.2 is seen to imply the prime-to-2 part of the Brumer–Stark conjecture, i.e.

$$\Theta_{S,T} \in \text{Ann}_{\mathbb{Z}[G]}(\text{Cl}^T(H)) \otimes \mathbb{Z}[\frac{1}{2}], \quad (5)$$

by combining the following observations: (a) the Fitting ideal of a module is contained in its annihilator; (b) for a module $M$ with finitely many elements one has $\text{Ann}(M^{\vee}) = \text{Ann}(M)^\#$; (c) $\sigma$ acts as $-1$ on $\Theta_{S,T}$, so the element $\Theta_{S,T}$ annihilates a $\mathbb{Z}[\frac{1}{2}][G]$-module $M$ if and only if it annihilates $M^-$. A corollary of our main result, which is proved using Ribet’s method in the context of group ring valued Hilbert modular forms, is a proof of Conjecture 1.2 and hence of the prime-to-2 part of Conjecture 1.1, i.e. the inclusion (5).

**Theorem 1.3.** The Strong Brumer–Stark conjecture holds.

The partial progress that had previously been obtained toward the Brumer–Stark conjecture applied the Iwasawa Main Conjecture for totally real fields proven by Wiles [50]. Greither proved some special cases of the Brumer–Stark conjecture [20] using the techniques of horizontal Iwasawa theory introduced by Wiles [51] under the assumption that the Iwasawa $\mu$-invariant $\mu_p(F)$ vanishes for each odd prime $p$. Greither and Popescu [22] proved the $p$-part of Conjecture 1.2 for odd primes $p$ assuming that $\mu_p(F) = 0$ and that $S$ contains all the primes above $p$. Burns, Kurihara, and Sano refined the Greither–Popescu result [5]. Recently, Burns proved Theorem 1.3 assuming that $\mu_p(F) = 0$ and that the Gross–Kuzmin Conjecture holds for $(H,p)$ (i.e. the non-vanishing of Gross’s $p$-adic regulator) [3].
1.1 Main Theorem and Rubin–Stark

Kurihara has suggested an exact formula for \( \text{Fitt}_{\mathbb{Z}[G]}(\text{Cl}^T(H)^{\vee, -}) \). This is recalled in §3.3. Our main theorem is a partial result toward this conjecture. We fix an odd prime \( p \) and in §3.3 we define a \( p \)-modified Sinnott–Kurihara ideal \( \text{SKu}_p^T(H/F) \subset \mathbb{Z}_p[G] \).

**Theorem 1.4.** Let \( p \) be an odd prime. Let \( \Sigma \) denote the union of \( S_\infty \) with the set of primes above \( p \) in \( F \) that ramify in \( H \). We have

\[
\text{Fitt}_{\mathbb{Z}_p[G]}((\text{Sel}_{\Sigma}^T(H) \otimes_{\mathbb{Z}} \mathbb{Z}_p)^-) = \text{SKu}_p^T(H/F)^-.
\]

The \( \mathbb{Z}[G] \)-module \( \text{Sel}_{\Sigma}^T(H) \) is the Selmer group defined by Burns, Kurihara, and Sano in [4] and studied further by Burns in [3]. This Selmer group and its properties are recalled in §3.1. Theorem 1.4 is strong enough that it implies the Strong Brumer–Stark conjecture (i.e. Theorem 1.3). This is deduced by noting that there is a canonical surjection (see Lemma 3.1)

\[
\text{Sel}_{\Sigma}^T(H) \twoheadrightarrow \text{Cl}^T(H)^{\vee, -},
\]

whence

\[
\text{Fitt}_{\mathbb{Z}_p[G]}((\text{Cl}^T(H)^{\vee} \otimes \mathbb{Z}_p)^-) \supset \text{Fitt}_{\mathbb{Z}_p[G]}((\text{Sel}_{\Sigma}^T(H) \otimes_{\mathbb{Z}} \mathbb{Z}_p)^-),
\]

and that

\[
\Theta_{S,T} \in \text{SKu}_p^T(H/F)^-.
\]

In the special case \( \Sigma = S_\infty \), i.e. no primes above \( p \) are ramified in \( H \), the surjection (6) is an isomorphism and \( \text{SKu}_p^T(H/F) \) is the extension to \( \mathbb{Z}_p \) of the usual Sinnott–Kurihara ideal. As a result we obtain:

**Corollary 1.5.** Let \( p \) be an odd prime and suppose that no primes above \( p \) in \( F \) are ramified in \( H \). Then the extension to \( \mathbb{Z}_p \) of Kurihara’s conjecture (Conjecture 3.5) holds.

Theorem 1.3 has as an important corollary the prime-to-2 part of Rubin’s higher rank generalization of the Brumer–Stark conjecture. Let us recall Rubin’s conjecture, stated originally in the beautiful paper [40]. We define \( H_\Sigma^* \) to be the set of elements \( h \in H^* \) such that \( \text{ord}_w(h - 1) > 0 \) for all \( w \in T_H \).

Next we choose \( r \) finite primes \( S = \{v_1, \ldots, v_r\} \) of \( F \) that split completely in \( H \). Define

\[
U_{S,T} = \{ u \in H_\Sigma^* : |u|_w = 1 \text{ for all finite primes } w \not\in S_H \}
\]

and write \( \mathbb{Q}U_{S,T} = U_{S,T} \otimes_{\mathbb{Z}} \mathbb{Q} \). Choose a prime \( w_j \) of \( H \) above each \( v_j \). The map

\[
\text{ord}_G : \bigwedge_{\mathbb{Q}[G]}^r \mathbb{Q}U_{S,T} \longrightarrow \mathbb{Q}[G]^-
\]

induced by

\[
\text{ord}_G(u_1 \wedge \cdots \wedge u_r) = \det \left( \sum_{\sigma \in G} [\sigma^{-1}] \text{ord}_{w_j}(\sigma(u_i)) \right)_{i,j=1,\ldots,r}
\]

is...
is a \(\mathbb{Q}[G]\)-module isomorphism.

Define the Rubin–Brumer–Stark element
\[
\left. u_{\text{RBS}} \in \bigwedge^r_{\mathbb{Q}[G]} U_{S,T} \subset \bigwedge^r_{\mathbb{Q}[G]} \mathbb{Q} U_{S,T} \right.
\]
by
\[
\text{ord}_G(u_{\text{RBS}}) = \Theta_{S,T}.
\]
Rubin conjectured that \(u_{\text{RBS}}\) lies in a certain \(\mathbb{Z}[G]\)-lattice that is nowadays called “Rubin’s lattice,” whose definition we now recall. For \(i = 1, \ldots, r\), consider \(\mathbb{Z}[G]\)-module homomorphisms \(\varphi_i : U_{S,T} \to \mathbb{Z}[G]\). Let
\[
\varphi : \bigwedge^r_{\mathbb{Q}[G]} \mathbb{Q} U_{S,T} \longrightarrow \mathbb{Q}[G]
\]
be the map induced by
\[
\varphi(u_1 \wedge \cdots \wedge u_r) = \det(\varphi_i(u_j)).
\]
The \textit{rth exterior power bidual} of \(U_{S,T}\), denoted \(\bigcap^r_{\mathbb{Z}[G]} U_{S,T}\), is the set of \(u \in \bigwedge^r_{\mathbb{Q}[G]} \mathbb{Q} U_{S,T}\) such that \(\varphi(u) \in \mathbb{Z}[G]\) for all \(r\)-tuples \((\varphi_1, \ldots, \varphi_r)\). Rubin’s lattice is defined by
\[
\mathcal{L} = \left( \bigwedge^r_{\mathbb{Q}[G]} \mathbb{Q} U_{S,T} \right) \cap \bigcap^r_{\mathbb{Z}[G]} U_{S,T}.
\]
The exterior power bidual terminology was introduced by Burns and Sano \[6\], who studied and developed Rubin’s construction in greater generality.

**Conjecture 1.6** (Rubin). \textit{We have} \(u_{\text{RBS}} \in \mathcal{L}\).

\(u_{\text{RBS}}\) depends on the choice of the \(w_j\) only up to multiplication by an element of \(G\), so the validity of Conjecture 1.6 is independent of this choice. The Brumer–Stark conjecture is easily seen to be equivalent to the rank \(r = 1\) case of Rubin’s conjecture. In §3.4 we show that Theorem 1.3 implies the prime-to-2 part of Rubin’s Conjecture:

**Theorem 1.7.** \textit{We have} \(u_{\text{RBS}} \in \mathcal{L} \otimes \mathbb{Z}[\frac{1}{2}]\).

### 1.2 Summary of Proof

We now sketch the proof of Theorem 1.3. For simplicity we consider the case that \(H/F\) is unramified at all finite primes (i.e. has conductor 1). In this case the \(\mathbb{Z}[G]^-\)-module \(\text{Cl}^T(H)^-\) has a quadratic presentation, meaning that it has a finite \(\mathbb{Z}[G]^-\)-module presentation with the same number of generators and relations (see §2.3). This implies that \(\text{Fitt}_{\mathbb{Z}[G]^-(\text{Cl}^T(H)^-)}\) is principal. Suppose we can show that
\[
\text{Fitt}_{\mathbb{Z}[G]^-(\text{Cl}^T(H)^-)} \subset (\Theta_{S_{\infty}, T}). \tag{10}
\]
The analytic class number formula implies that
\[ \# \text{Cl}^T(H)^- = \prod_{\psi \text{ odd}} \psi(\Theta_{S,\infty,T}), \]  
(11)
where \(\doteq\) denotes equality up to a power of 2. In particular, the product in (11) lies in \(\mathbb{Z}\). An elementary argument shows that (11) implies that the inclusion (10) must be an equality (see §2.3 for a description of this argument). Theorem 1.3 follows from this since one can show that
\[ \text{Fitt}_{\mathbb{Z}[G]}^-((\text{Cl}^T(H)\vee^-)^-) = \text{Fitt}_{\mathbb{Z}[G]}^-((\text{Cl}^T(H)^-)^-\#) \]
in this setting \((H/F\) unramified at finite places).

The inclusion (10) is proved using Ribet’s method, which was originally invented by Ribet to prove the converse of Herbrand’s Theorem in the seminal work [37]. Our application of Ribet’s Method owes a great debt to the techniques introduced by Wiles in [50]. We reintroduce the theory of group ring valued Hilbert modular forms. These were considered by Wiles in [50], and we develop their theory further in [15] and in this paper.

Since \(H/F\) has conductor 1, class field theory canonically identifies \(G\) as a quotient of the narrow class group \(\text{Cl}^+(F)\). Let
\[ \psi: \text{Cl}^+(F) \to G \to (\mathbb{Z}[G]^\text{-})^\times \]
denote the canonical character. For a positive integer \(k\), let \(M_k\) denote the usual group of Hilbert modular forms for \(F\) of level 1 with Fourier coefficients lying in \(\mathbb{Z}\). For \(k\) odd, define \(M_k(\psi)\) to be the \(\mathbb{Z}[G]^\text{-}\)-submodule of \(M_k \otimes \mathbb{Q}[G]^\text{-}\) consisting of those \(f\) whose Fourier coefficients lie in \(\mathbb{Z}[G]^\text{-}\) and such that for each odd character \(\psi \in \hat{G}\), the specialization \(\psi(f)\) is a classical form of nebentypus \(\psi\). The form \(f\) can be viewed as encoding the “family” of forms \(\{\psi(f)\}\). The fact that \(f\) has integral Fourier coefficients implies that the forms \(\psi(f)\) in this family satisfy certain congruences.

One of the few examples of group ring valued forms that one can write down explicitly are the Eisenstein series \(E_k\). Using these Eisenstein series along with an important auxiliary construction drawn from our companion paper [15], we prove that for positive integers \(k\) sufficiently large and close to 1 in \(\hat{\mathbb{Z}}\), there is a cuspidal group ring valued form \(f\) such that:
\[ f \equiv E_k \pmod{\Theta_{S,\infty,T}}. \]  
(12)
Let \(T\) denote the Hecke algebra over \(\mathbb{Z}[G]^\text{-}\) of the module of weight \(k\) cuspidal group ring valued forms. The congruence (12) implies that there is a surjective \(\mathbb{Z}[G]^\text{-}\)-algebra homomorphism
\[ \varphi: T \to \mathbb{Z}[G]^\text{-}/(\Theta_{S,\infty,T}) \]  
(13)
such that for all primes \(I \subseteq \mathcal{O}_F\), we have \(\varphi(T_I) = 1 + \psi(I)\). Let \(I\) denote the kernel of \(\varphi\) (the Eisenstein ideal).
Let \( p \) denote an odd prime, and replace \( T \) and \( I \) by their \( p \)-adic completions. The Galois representations associated to cusp forms together with the congruence (12) allow for the construction of a faithful \( T \)-module \( B \) along with a cohomology class

\[
\kappa \in H^1(G_F, B/IB)
\]

that is unramified at all primes not dividing \( p \) or lying in \( T \). Furthermore the image of \( \kappa \) generates \( B/IB \), and complex conjugation acts as \(-1\) on this space. If \( \kappa \) were unramified at all primes dividing \( p \) as well, then \( \kappa \) would cut out an extension of \( H \) unramified outside the primes of \( T \) not above \( p \), and tamely ramified at those primes. By class field theory this yields a surjective homomorphism

\[
\text{Cl}^T(H) \rightarrow B/IB.
\]

Since \( T/I \cong \mathbb{Z}_p[G]/(\Theta_{S_\infty,T}) \) and \( B \) is a faithful \( T \)-module, general principles regarding Fitting ideals imply

\[
\text{Fitt}_{\mathbb{Z}_p[G]}((\text{Cl}^T(H)^-) \subset \text{Fitt}_{\mathbb{Z}_p[G]}(B/IB) \subset (\Theta_{S_\infty,T}).
\]

This yields the desired inclusion (10). Unfortunately, it is simply not true that \( \kappa \) is necessarily unramified at the primes above \( p \). Overcoming this obstacle is perhaps the central contribution to the theory of Ribet’s method advanced by this paper. Previous works have employed the ingenious method of Wiles [51] to introduce auxiliary primes into the set \( S \) and twist by characters with conductor divisible by these primes. However this technique introduces certain error terms that destroy the delicate results that we need to obtain here and hence give only partial results (see [20]). Therefore, our new method deals with ramification at \( p \) head-on. We first show that the congruence (12) and corresponding homomorphism (13) can be strengthened. There is a certain non-zerodivisor \( x \in \mathbb{Z}_p[G]^- \) and a surjective \( \mathbb{Z}_p[G]^\sim \)-algebra homomorphism

\[
\varphi_x: T \rightarrow \mathbb{Z}_p[G]/(x\Theta_{S_\infty,T})
\]

that is Eisenstein. The element \( x \) can be viewed as encoding the mod \( p \) trivial zeroes of the characters \( \psi \in \hat{G} \) at the primes \( p \mid p \), i.e. such that \( \psi(p) \equiv 1 \) modulo a prime above \( p \) (in which case \( L_{S_\infty,\cup(p),T}(\psi,0) \equiv 0 \)). It is striking that these trivial zeroes play a crucial role even when we are consider the primitive Stickelberger element \( \Theta_{S_\infty,T} \).

Working as before, we let \( I \) denote the kernel of \( \varphi_x \) and construct a faithful \( T \)-module \( B \) together with a cohomology class

\[
\kappa \in H^1(G_F, B/IB)
\]

generating \( B/IB \). The class \( \kappa \) is unramified at all primes not dividing \( p \) or lying in \( T \). To produce a class unramified at primes above \( p \), we rather bluntly consider the image of the
inertia groups at all primes above \( p \) under \( \kappa \) and denote the \( \mathbf{T} \)-module that they generate in \( B \) by \( B(I_p) \). We define \( \overline{B} = B/(IB, B(I_p)) \) and note that the image of \( \kappa \) in \( H^1(G_F, \overline{B}) \) is now tautologically unramified at the primes above \( p \). Hence we deduce a surjective homomorphism \( \text{Cl}^T(H)^- \to \overline{B} \) which yields

\[
\text{Fitt}_{\mathbb{Z}[G]}(\text{Cl}^T(H)^-) \subset \text{Fitt}_{\mathbb{Z}[G]}(\overline{B}). \tag{16}
\]

The Galois representations used in the construction of \( \kappa \) are ordinary at all primes dividing \( p \). Theorems of Hida and Wiles describe precisely the shape of ordinary representations when restricted to the decomposition groups at these primes. Using this we are able to relate the module \( B(I_p) \) to the element \( x \in \mathbb{Z}_p[G]^- \) and prove:

\[
(x) \text{Fitt}_{\mathbb{Z}[G]}(\overline{B}) \subset \text{Fitt}_{\mathbb{Z}[G]}(B/IB) \subset (x\Theta_{S_\infty,T}). \tag{17}
\]

Since \( x \) is a non-zerodivisor, it can be canceled from the left and right sides of this inclusion; combining with (16), we obtain the desired result

\[
\text{Fitt}_{\mathbb{Z}[G]}(\text{Cl}^T(H)^-) \subset (\Theta_{S_\infty,T}).
\]

Our calculation of Fitting ideals leading to the first inclusion in (17) is new (see Theorem 9.10), as is the idea to produce “extra congruences” yielding the second inclusion; we expect this technique to have further applications toward Bloch–Kato type results proved using Ribet’s method.

This concludes our summary of the proof of Theorem 1.3 in the case that \( H/F \) is unramified at all finite primes. It is worth reflecting that the inclusion (10) deduced from Ribet’s method is the reverse of that required by the Strong Brumer–Stark conjecture. Combining this inclusion with the analytic argument of (11) enables us to deduce that the inclusion is an equality, and hence to conclude that the desired inclusion holds. In the general case of conductor greater than 1, this equality does not hold and hence both sides must be replaced by generalizations. This explains the necessity of the more involved statement in Theorem 1.4.

The paper is organized as follows. In §2 we present some algebraic preliminaries concerning Fitting ideals and Selmer groups. In §3 we introduce a \( \mathbb{Z}[G] \)-module \( \nabla_{\Sigma'}(H) \) that plays the role of \( \text{Cl}^T(H) \) in the discussion above in the more general context when there exist ramified primes for \( H/F \). We show that under the appropriate conditions the \( \mathbb{Z}[G] \)-module \( \nabla_{\Sigma'}(H) \) is locally quadratically presented, whereas the module \( \text{Cl}^T(H) \) in general is not. The module \( \nabla_{\Sigma'}(H) \) is very closely related to the modules \( \text{Sel}_{\Sigma'}(H)^{\text{tr}} \) and \( \nabla_{\Sigma} \) constructed by Burns–Kurihara–Sano in [4] and by Ritter–Weiss in [39], respectively. We follow the construction of Ritter–Weiss; however, they do not employ smoothing at \( \Sigma' \), which is rather essential for us and enables the proof of certain key features (such as quadratic presentation). It is likely that \( \nabla_{\Sigma'}(H) \) is isomorphic to \( \text{Sel}_{\Sigma'}(H)^{\text{tr}} \), though we have not tried to prove this. Burns–Kurihara–Sano study their Selmer group in detail under the assumption
that Σ contains the primes of $F$ ramified in $H$. For us, it is essential to relax this assumption. Furthermore, we give an interpretation of the minus part $(\nabla^\Sigma)^{-}$ in terms of Galois cohomology (Lemma 6.7) that does not appear explicitly in these prior works. However the essential content of this lemma (indeed, our proof of it) can be gleaned from the calculations of Ritter–Weiss.

In §5 we prove an analogue of the discussion surrounding (10)–(11) above to show that an inclusion similar to (10) implies an equality—see Theorem 5.1 for a precise statement. This result is significantly more complicated than the situation in (11) above and requires a delicate induction. We conclude §5 by deducing Theorems 1.3 and 1.4 from the aforementioned Theorem 5.1.

The remainder of the paper, which uses Ribet’s method applied to group ring valued Hilbert modular forms, proves the inclusion that is the supposition of Theorem 5.1. In §7 we set our notations for classical Hilbert modular forms. In §7–8 we define group ring valued Hilbert modular forms and construct a cusp form congruent to an Eisenstein series in this context. We use this construction to define a homomorphism on the Hecke algebra generalizing (14). Our construction of a cusp form is a strong refinement of Wiles’ construction of cusp forms in [50] in two ways: (i) we work over a group ring rather than character by character, and more importantly (ii) we construct “extra congruences” beyond those predicted by the Stickelberger element using trivial zeroes as discussed in (14) above. One key difference that allows us to produce these congruences is that we calculate the constant terms of relevant Eisenstein series at all cusps, rather than focusing exclusively on the cusps above $\infty$. Furthermore, we show the existence of group ring families of cusp forms with certain prescribed constant terms. These important calculations are contained in the companion papers [13], [15].

We conclude in §9 by exploiting the Galois representations associated to Hilbert modular cusp forms in order to construct the cohomology class $\kappa$ of (15), and using this construction to deduce the desired inclusion of Fitting ideals. Our new calculation of the Fitting ideal in Theorem 9.10 should have future applications; it is inspired by the calculation of Gross’s regulator in our previous work [16, §5].
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2 Algebraic and Analytic Preliminaries

Throughout this paper we work with a totally real field $F$ and a finite abelian CM extension $H$. We let $G = \text{Gal}(H/F)$. In this section we record some basic algebraic and analytic facts that will be used in the sequel.

2.1 Analytic Class Number Formula

Let $H^+$ denote the maximal totally real subfield of the CM field $H$, and let $\epsilon$ denote the nontrivial character of $\text{Gal}(H/H^+)$.  

Lemma 2.1. We have $L_{S∞,T}(H/H^+,\epsilon,0) \in \mathbb{Z}$ and

\[
\# \text{Cl}^T(H) \overset{=}\sim L_{S∞,T}(H/H^+,\epsilon,0) \quad (18)
\]

\[
= \prod_{\psi \in \hat{G} \text{ odd}} L_{S∞,T}(H/F,\psi,0). \quad (19)
\]

where $\overset{=}\sim$ denotes equality up to a power of 2.

Proof. This result is well-known, but we have not found a precise reference for it; the results $(18)$–$(19)$ are proven in [32, Proposition 2] without the $T$-smoothing.

Since $\epsilon$ is $\pm 1$-valued, $L_{S∞,T}(H/H^+,\epsilon,0)$ is rational by Klingen [26] or Siegel [43]. It is actually an integer by Cassou-Noguès [8] or Deligne–Ribet [17], because of our assumption on the set $T$ made in the introduction.

To prove $(18)$, we note

\[
L_{S∞,T}(H/H^+,\epsilon,0) = \zeta^{∗}_{H,S∞,T}(0) \zeta_{H,S∞,T}^{∗}(0) \quad (20)
\]

\[
= \# \text{Cl}^T(H)R_T(H) \# \text{Cl}^T(H^+)R_T(H^+) \quad (21)
\]

\[
\overset{=}\sim \# \text{Cl}^T(H)^{−}. \quad (22)
\]

In $(20)$, $\zeta_{H,S∞,T}^{∗}(0)$ denotes the leading term of the zeta function at $s = 0$ (both this zeta function and $\zeta_{H^+,S∞,T}^{∗}$ have order

\[
\text{rank}(O_H^{∗}) = \text{rank}(O_{H^+}^{∗}) = [H^+:\mathbb{Q}] - 1
\]

at $s = 0$). Equation $(21)$ is simply the $T$-smoothed Dedekind class number formula expressed at $s = 0$; see for instance [35, (16)]. The equality $(22)$ follows from the fact that

\[
[O_{H,T}^{∗}:O_{H^+}^{∗}] = 1 \text{ or } 2.
\]

Finally $(19)$ follows from $(18)$ by the Artin formalism for $L$-functions, as

\[
\text{Ind}_{G_H^{F}}^{G_F} \epsilon = \bigoplus_{\psi \in \hat{G}_{\text{odd}}} \psi.
\]
2.2 Character group rings

We fix an odd prime $p$ and a finite extension $\mathcal{O}$ of $\mathbb{Z}_p$ that contains all the values of all characters $G \to \overline{\mathbb{Q}}_p^*$. There is an $\mathcal{O}$-algebra embedding

$$\mathcal{O}[G] \hookrightarrow \prod_{\psi \in \hat{G}} \mathcal{O}_\psi, \quad x \mapsto (\psi(x))_{\psi \in \hat{G}}.$$  

Here $\mathcal{O}_\psi$ denotes the ring $\mathcal{O}$ endowed with the $G$-action in which $g \in G$ acts by multiplication by $\psi(g)$. More generally, given any subset of characters $\Psi \subset \hat{G}$, we define $R_\Psi$ to be the image of

$$\mathcal{O}[G] \twoheadrightarrow \prod_{\psi \in \Psi} \mathcal{O}_\psi, \quad x \mapsto (\psi(x))_{\psi \in \Psi}.$$  

The quotients $R_\Psi$ of $\mathcal{O}[G]$ defined in this way will be referred to as character-group rings. Each $R_\Psi$ is a finite index subring of a finite product of DVRs.

Write $G = G_p \times G'$, where $G_p$ is the $p$-Sylow subgroup of $G$, and $G'$ is the subgroup of elements with prime-to-$p$ order. The ring $\mathcal{O}[G]$ decomposes as a product of local rings $R_\chi = \mathcal{O}[G_p]_\chi$ indexed by the characters $\chi \in \hat{G}'$. Here $\mathcal{O}[G_p]_\chi$ denotes the $\mathcal{O}$-algebra $\mathcal{O}[G_p]$ endowed with the $G$-action in which $g \in G$ acts by $\chi(g)\overline{g}$, where $\overline{g}$ denotes the image of $g$ under the canonical projection $G \to G_p$. Each connected component $R_\chi$ of $\mathcal{O}[G]$ is an example of a character-group ring, with associated set $\Psi = \{\psi: \psi|_{G'} = \chi\}$. The characters $\psi \in \Psi$ are said to belong to $\chi$.

**Lemma 2.2.** Let $I \subset G$ be a subgroup. The quotient $\mathcal{O}[G]/NI$ is a character-group ring. More precisely, $\mathcal{O}[G]/NI \cong R_\Psi$ where $\Psi = \{\psi \in \hat{G}: \psi(I) \neq 1\}$.

**Proof.** Consider the canonical surjective $\mathcal{O}$-algebra homomorphism $\alpha: \mathcal{O}[G] \twoheadrightarrow R_\Psi$. It is clear that $NI$ lies in the kernel of $\alpha$, since $\psi(NI) = 0$ if $\psi(I) \neq 1$. Conversely if $x \in \ker \alpha$, then for all $g \in I$ we see that $\psi(gx) = \psi(x)$ for all $\psi \in \hat{G}$. This is clear if $\psi(g) = 1$, and follows from $x \in \ker \alpha$ if $\psi(g) \neq 1$. Hence $gx = x$, which implies that $x \in (NI)$. \hfill \Box

**Corollary 2.3.** Let $\chi \in \hat{G}'$ and let $I \subset G_p$. Then $R_\chi/NI \cong R_\Psi$, where

$$\Psi = \{\psi \in \hat{G}: \psi|_{G'} = \chi, \psi(I) \neq 1\}.$$  

In particular, $R_\chi/NI$ can be expressed as a finite index subring of a finite product of DVRs.

2.3 Fitting ideals

In this section we collect some results—presumably well-known—about Fitting ideals. Let $R$ be a commutative ring. An $R$-module $M$ is called quadratically presented over $R$ if there exists a positive integer $m$ and an exact sequence

$$R^m \xrightarrow{\varphi} R^m \longrightarrow N \longrightarrow 0.$$  

In this case, $\text{Fitt}_R(N)$ is principal and generated by the determinant of the map $\varphi$.  
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Lemma 2.4. Let $B$ be a finite index subring of a finite product of PIDs (such as any character-group ring $R_\Psi$ associated to a subset $\Psi \subset \hat{G}$). Let $N$ be a quadratically presented $B$-module such that $\text{Fitt}_B(N) = (x)$ for some non-zerodivisor $x \in B$. Suppose that $B/(x)$ is finite. Then $N$ is finite and

$$\#N = \#B/(x).$$

Proof. Let $A$ be an $m \times m$ matrix representing the relations among the generators of $N$, so $N \cong B^m/A \cdot B^m$ and $\text{Fitt}_B(N) = (\det(A))$. We must show $\#(B^m/A \cdot B^m) = \#B/\det(A)$. This result is well-known for PIDs (e.g. via Smith Normal Form). We can deduce the result for $B$ using the fact that $B$ is a finite index subring of a product of PIDs.

Indeed, it is clear that if the result holds for two rings $B, B'$, then it holds for $B \times B'$, since both sides of the desired equality factor as a product over the corresponding terms for $B$ and $B'$.

Furthermore, if the result holds for a ring $B'$, then it holds for a finite index subring $B \subset B'$ as we now show. We see that

$$\frac{\#B'/\det(A)B'}{\#B/\det(A)B} = \frac{\#B'/B}{\# \det(A)B'/\# \det(A)B} = 1$$

since multiplication by the non-zerodivisor $\det(A)$ is an isomorphism between the space in the numerator and in the denominator. Similarly, one sees that

$$\frac{\#(B')^m/A \cdot (B')^m}{\#B^m/A \cdot B^m} = \frac{\#(B')^m/B^m}{\#A \cdot (B')^m/A \cdot B^m} = 1$$

since multiplication by $A$ induces an isomorphism between the space in the numerator and in the denominator. Only injectivity of this map is not obvious; for this, note that if $Av \in AB^m$ for some $v \in (B')^m$, then multiplying by the adjugate of $A$ we obtain $\det(A)v \in \det(A)B^m$, whence $v \in B^m$ since $\det(A)$ is a non-zerodivisor.

Equations (23) and (24) imply that the lemma holds for any finite index subring $B$ of a ring $B'$ for which it holds; this gives the result. \hfill $\Box$

Lemma 2.5. Let $\Psi \subset \hat{G}$ and let $R_\Psi$ denote the associated character-group ring over $O$. Let $x \in R_\Psi$ be a non-zerodivisor. Then $\#R_\Psi/(x) = \#O/(\prod_{\psi \in \Psi} \psi(x))$.

Proof. We proceed as in the proof of the previous lemma. There is an injection

$$R_\Psi \hookrightarrow O_\Psi = \prod_{\psi \in \Psi} O, \quad y \mapsto (\psi(y))_{\psi \in \Psi}$$

with image of finite index. Then

$$\#(O_\Psi/R_\Psi) = \#(xO_\Psi/xR_\Psi)$$

since multiplication by $x$ is an isomorphism between the two quotients. It follows that

$$\#(R_\Psi/xR_\Psi) = \#(O_\Psi/xO_\Psi) = \prod_{\psi \in \Psi} \#(O/\psi(x)),$$

where the last equality holds since $O_\Psi$ is a product ring. The result follows. \hfill $\Box$
We can now describe the “elementary argument” mentioned in the introduction to show that (11) implies that the inclusion (10) is an equality. We work over $\mathcal{O}[G]^-$. In the case that $H/F$ is unramified at all finite primes, one can show that

$$\text{Cl}^T(H)_{\mathcal{O}} := \text{Cl}^T(H)^{-} \otimes \mathcal{O}$$

is quadratically presented as a module over $\mathcal{O}[G]^{-}$, so the inclusion (10) implies that

$$\text{Fitt}_{\mathcal{O}[G]^-} (\text{Cl}^T(H)_{\mathcal{O}}) = (x \cdot \Theta_{S_{\infty}, T})$$

for some $x \in \mathcal{O}[G]^{-}$. Hence by Lemmas 2.4 and 2.5 we have

$$\# \text{Cl}^T(H)_{\mathcal{O}} = \# \mathcal{O}[G]^-/(x \Theta_{S_{\infty}, T}) = \# \mathcal{O}/\prod_{\psi \text{ odd}} \psi(x \Theta_{S_{\infty}, T}).$$

Therefore (11) implies that $\psi(x) \in \mathcal{O}^{*}$ for all $\psi$. This implies that $x \in (\mathcal{O}[G]^-)^{*}$, yielding the desired result.

We conclude with two more standard lemmas on Fitting ideals.

**Lemma 2.6.** Let $R$ be a commutative ring, $C$ a quadratically presented $R$-module, and

$$0 \to A \to B \to C \to 0$$

a short exact sequence of $R$-modules. Then

$$\text{Fitt}_R(B) = \text{Fitt}_R(A) \text{Fitt}_R(C).$$


**Lemma 2.7.** Let $R$ be a commutative ring, and $B, B'$ two quadratically presented $R$-modules fitting into exact sequences

$$0 \to A \to B \to C \to 0$$

$$0 \to A' \to B' \to C \to 0.$$  

of $R$-modules. Then

$$\text{Fitt}_R(A) \text{Fitt}_R(B') = \text{Fitt}_R(A') \text{Fitt}_R(B).$$

**Proof.** Let $M$ denote the fiber product of $B$ and $B'$ with respect to $C$, i.e. the $R$-module of ordered pairs $(b, b')$ such that $b$ and $b'$ have the same image in $C$. Projection onto the first and second components yields two short exact sequences

$$0 \to A' \to M \to B \to 0$$

$$0 \to A \to M \to B' \to 0.$$  

Computing $\text{Fitt}_R(M)$ in two ways using these exact sequences and Lemma 2.6 yields the desired result. □
3 Main Results

3.1 The Selmer module of Burns–Kurihara–Sano

We recall the definition of the Selmer module defined by Burns–Kurihara–Sano in [4] and studied further by Burns in [3]. This $G$-module will play a central role in this paper. For this, we fix finite disjoint sets of places $\Sigma, \Sigma'$ of $F$ such that $\Sigma \supset S_\infty$. Let $H_{\Sigma'}^*$ denote the subgroup of $x \in H^*$ such that $\ord_w(x - 1) > 0$ for each prime $w \in \Sigma'_H$, where this latter set denotes the set of primes of $H$ lying above those in $\Sigma'$. Define

$$\Sel_{\Sigma}^{\Sigma'}(H) = \text{Hom}_Z(H_{\Sigma'}^*, Z) / \prod_{w \notin \Sigma_H \cup \Sigma'_H} \Z$$

where the product ranges over the primes $w \notin \Sigma_H \cup \Sigma'_H$, and the implicit map sends a tuple $(x_w)$ to the function $\sum_w x_w \ord_w$. As usual we give $\Sel_{\Sigma}^{\Sigma'}(H)$ the contragradient $G$-action $(g \varphi)(x) = \varphi(g^{-1}x)$.

Let $Y_{H, \Sigma}$ denote the free abelian group on the places of $H$ above $\Sigma$, endowed with its canonical $G$-action.

Lemma 3.1. There is a canonical short exact sequence of $\Z[G]$-modules

$$0 \to Y_{H, \Sigma}^* \to \Sel_{\Sigma}^{\Sigma'}(H)^* \to \Cl_{\Sigma'}(H)^\vee, - \to 0.$$  

Proof. We have a canonical short exact sequence

$$0 \to Y_{H, \Sigma \setminus S_\infty} \to \Sel_{\Sigma}^{\Sigma'}(H) \to \Sel_{S_\infty}^{\Sigma'}(H) \to 0,$$

where the first nontrivial arrow is induced by $w \mapsto \ord_w$. Note that $Y_{H, S_\infty} = 0$. To prove the result we must show that

$$\Sel_{S_\infty}^{\Sigma'}(H) = \Cl_{\Sigma'}(H)^\vee, -.$$  

Yet the sequence (5) in [3] for $\Sigma = S_\infty$ reads

$$0 \to \Cl_{\Sigma'}(H)^\vee \to \Sel_{S_\infty}^{\Sigma'}(H) \to \text{Hom}_Z(\mathcal{O}_{H, S_\infty, \Sigma'}, \Z) \to 0.$$  

Since $H$ is a CM field, $(\mathcal{O}_{H, S_\infty, \Sigma'})^\vee$ is trivial, yielding (26). The result follows. \qed

It is convenient to provide an alternate presentation of $\Sel_{\Sigma}^{\Sigma'}(H)$ as follows. Let $S'$ be any finite set of places of $F$ containing $\Sigma$ and disjoint from $\Sigma'$. Assume that $S'$ is chosen such that the class group $\Cl_{S'}(H)$ is trivial. As shown in [4, equation (12)], there is a canonical isomorphism

$$\Sel_{\Sigma}^{\Sigma'}(H) \cong \text{Hom}_Z(\mathcal{O}_{H, S', \Sigma}, \Z) / \prod_{w \in S'_H - \Sigma_H} \Z.$$  
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with the implicit map as in (25).

As a final note in this section, we show that the Fitting ideal of Sel\textsubscript{Σ\textprime} (H) vanishes on any non-identity component \( \psi \) with a trivial zero. More precisely, let \( \psi \in \hat{G} \), \( \psi \neq 1 \), such that \( \psi(v) = 1 \) for some \( v \in \Sigma \). Writing

\[
\text{Sel}_{\Sigma\textprime} (H) = \text{Sel}_{\Sigma\textprime} (H) \otimes_{\mathbb{Z}[G]} \mathcal{O}_\psi
\]

with \( \mathcal{O}_\psi \) as in §2.2, we claim that \( \text{Fitt}_{\mathcal{O}_\psi} (\text{Sel}_{\Sigma\textprime} (H)) \) vanishes on any non-identity component \( \psi \) with a trivial zero. More precisely, let \( \psi \in \hat{G} \), \( \psi \neq 1 \), such that \( \psi(v) = 1 \) for some \( v \in \Sigma \). Writing

\[
\text{Sel}_{\Sigma\textprime} (H) = \text{Sel}_{\Sigma\textprime} (H) \otimes_{\mathbb{Z}[G]} \mathcal{O}_\psi
\]

with \( \mathcal{O}_\psi \) as in §2.2, we claim that \( \text{Fitt}_{\mathcal{O}_\psi} (\text{Sel}_{\Sigma\textprime} (H)) = 0 \). For this, it suffices to show that the finitely generated \( \mathcal{O}_\psi \)-module \( \text{Sel}_{\Sigma\textprime} (H) \) is infinite. Let \( X_{H,\Sigma} \subset Y_{H,\Sigma} \) denote the submodule of degree 0 elements. Let \( K \) denote the fraction field of \( \mathcal{O}_\psi \). Then

\[
\text{Sel}_{\Sigma\textprime} (H) \otimes_{\mathcal{O}_\psi} K \cong \text{Hom}(X_{H,\Sigma}, K) \cong \text{Hom}_K((X_{H,\Sigma} \otimes K, K).
\]

The first isomorphism follows from [3, Equation (5)] and the second from the Dirichlet Unit Theorem. Hence it suffices to show that \( (X_{H,\Sigma} \otimes K)^\psi \neq 0 \). Since \( \psi \neq 1 \), we have

\[
(X_{H,\Sigma} \otimes K)^\psi \cong (Y_{H,\Sigma} \otimes K)^\psi \supset (Y_{H,\{v\}} \otimes K)^\psi = (\text{Ind}_{G_v}^G K)^\psi \cong K
\]

by Frobenius reciprocity, as \( \psi(G_v) = 1 \). The desired result \( \text{Fitt}_{\mathcal{O}_\psi} (\text{Sel}_{\Sigma\textprime} (H)) = 0 \) follows.

**Lemma 3.2.** Let \( \Psi \subset \hat{G} \) with \( 1 \notin \Psi \) and let \( R_\Psi \) denote the associated character group ring. Suppose that for each \( \psi \in \Psi \), there exists \( v \in \Sigma \) such that \( \psi(v) = 1 \). Then

\[
\text{Fitt}_{R_\Psi} (\text{Sel}_{\Sigma\textprime} (H)) = 0 = \Theta_{\Sigma,\Sigma'} R_\Psi.
\]

**Proof.** The first equality follows immediately from the fact that \( \text{Fitt}_{\mathcal{O}_\psi} (\text{Sel}_{\Sigma\textprime} (H)) = 0 \) since Fitting ideals are functorial with respect to quotients. Similarly the second equality follows since for all \( \psi \in \Psi \) we have

\[
\psi(\Theta_{\Sigma,\Sigma'}) = L_{\Sigma,\Sigma'}(\psi,0) = (1 - \psi(v))L_{\Sigma - \{v\},\Sigma'}(\psi,0) = 0.
\]

\[\square\]

### 3.2 First Main Result

Recall that \( S_{\text{ram}} \) denotes the set of primes of \( F \) above \( p \) that are ramified in \( H/F \). As in the introduction, let \( T \) denote a finite set of primes of \( F \) that are unramified in \( H \) and such that \( T \) satisfies the condition (1) of the introduction. Let

\[
\Sigma = \{ v \in S_{\text{ram}} : v \mid p \} \cup S_{\infty},
\]

\[
\Sigma' = \{ v \in S_{\text{ram}} : v \nmid p \} \cup T.
\]

In other words, we transfer the ramified primes not above \( p \) from the depletion set to the smoothing set. The main result of this paper, from which all other results are deduced, is the following.
Theorem 3.3. The $\mathbb{Z}_p[G]$-module $\text{Sel}^\Sigma_{\Sigma'}(H)^-$ is quadratically presented and we have

$$\text{Fitt}_{\mathbb{Z}_p[G]}(\text{Sel}^\Sigma_{\Sigma'}(H)^-) = (\Theta^\#_{\Sigma,\Sigma'})^\times.$$

Implicit in the statement of Theorem 3.3 is that $\Theta^\#_{\Sigma,\Sigma'} \in \mathbb{Z}_p[G]$, which follows from a lemma of Kurihara (see Lemma 3.4 and Remark 3.6 below). The proof of Theorem 3.3 will occupy the majority of the paper.

3.3 Strong Brumer–Stark and Kurihara’s Conjecture

The work of Kurihara (see [19, 27]) suggests an exact formula for the Fitting ideal of the $\mathbb{Z}[G]$-module $\text{Cl}^T(H)^-$ that we now describe. Let $S = S_{\text{ram}} \cup S_{\infty}$. For $v \in S_{\text{ram}}$, let $I_v \subset G_v \subset G$ denote the inertia and decomposition groups, respectively, associated to $v$. Let

$$e_v = \frac{1}{\# I_v} \text{NI}_v = \frac{1}{\# I_v} \sum_{\sigma \in I_v} \sigma \in \mathbb{Q}[G]$$

denote the idempotent that represents projection onto the characters unramified at $v$. Let $\sigma_v \in G_v$ denote any representative of the Frobenius coset of $v$. The element $1 - \sigma_v e_v \in \mathbb{Q}[G]$ is independent of choice of representative. Following [19], we define the Sinnott–Kurihara ideal, a priori a fractional ideal of $\mathbb{Z}[G]$, by

$$\text{SKu}^T(H/F) = (\Theta^#_{S_{\infty},T}) \prod_{v \in S_{\text{ram}}} (\text{NI}_v, 1 - \sigma_v e_v).$$

The following lemma is due to Kurihara.

Lemma 3.4. $\text{SKu}^T(H/F)$ is contained in $\mathbb{Z}[G]$ and hence is an ideal of this ring.

Proof. The key input for this result is the integrality statement (2) of Deligne–Ribet and Cassou-Noguès. Let $J$ be a subset of $S_{\text{ram}}$ and write $F_J$ for the maximal subextension of $H$ unramified at all primes in $J$. Then $F_J$ is the subfield of $H$ fixed by the subgroup of $G$ generated by $I_v$ for all $v \in J$. Multiplication by $\prod_{v \in J} \text{NI}_v$ defines a homomorphism

$$\nu_J : \mathbb{Z}[\text{Gal}(F_J/F)] \longrightarrow \mathbb{Z}[G].$$

We have

$$\nu_J((\Theta^#_{S_{\infty},T})^\#) = \prod_{v \in J} \text{NI}_v \prod_{v \in S_{\text{ram}} \setminus J} (1 - \sigma_v e_v)(\Theta^#_{S_{\infty},T}). \tag{29}$$

By (2), the element $(\Theta^#_{S_{\infty},T})^\#$ belongs to $\mathbb{Z}[\text{Gal}(F_J/F)][-1]$ and hence the right side of (29) lies in $\mathbb{Z}[G]$. The result follows.

Conjecture 3.5 (Kurihara). We have

$$\text{Fitt}_{\mathbb{Z}[G]}(\text{Cl}^T(H)^{\vee,-}) = \text{SKu}^T(H/F)^-.$$
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Kurihara’s conjecture implies the Strong Brumer–Stark Conjecture (Conjecture 1.2) since
\[ \Theta_{S,T}^\# = \Theta_{S,\infty,T}^\# \prod_{v \in S^\ram, v \mid p} (1 - \sigma_v e_v) \in \text{SKu}_T^p(H/F). \]

We will prove a partial result toward Kurihara’s conjecture that still yields Strong Brumer–Stark. For an odd prime \( p \) we define the \( p \)-modified Sinnott–Kurihara ideal by
\[ \text{SKu}_p^T(H/F) = (\Theta_{\Sigma, T}^\#) \prod_{v \in S^\ram, v \mid p} (N_{I_v}, 1 - \sigma_v e_v) \subset \mathbb{Z}_p[G] \]
where \( \Sigma \) is as in (28).

**Remark 3.6.** The fact that \( \text{SKu}_p^T(H/F) \subset \mathbb{Z}_p[G] \) follows directly from Lemma 3.4, since
\[ \Theta_{\Sigma, T}^\# = \Theta_{S, \infty, T}^\# \prod_{v \in S^\ram, v \mid p} (1 - \sigma_v e_v). \]

Moreover, for \( v \nmid p \) the \( p \)-Sylow subgroup of \( I_v \) is a quotient of \((\mathcal{O}/v)^*\) and hence \( \# I_v \) divides \( N_v - 1 \) in \( \mathbb{Z}_p \). Therefore for \( \Sigma, \Sigma' \) as in Theorem 3.3
\[ \Theta_{\Sigma, \Sigma'}^\# = \Theta_{\Sigma, T}^\# \prod_{v \in S^\ram, v \mid p} (1 - \sigma_v e_v N_v) \]
\[ \quad \quad = \Theta_{\Sigma, T}^\# \prod_{v \in S^\ram, v \mid p} \left[ (1 - \sigma_v e_v) + \left( \sigma_v \cdot N_{I_v} \frac{1 - N_v}{\# I_v} \right) \right] \]
\[ \quad \quad \subset \text{SKu}_p^T(H/F) \subset \mathbb{Z}_p[G]. \]

Our partial result toward Kurihara’s conjecture is the following.

**Theorem 3.7.** For every odd prime \( p \) we have
\[ \text{Fitt}_{\mathbb{Z}_p[G]}^-(\text{Sel}_T^\Sigma(H)^\Gamma_{-}) = \text{SKu}_p^T(H/F)^-. \]

Before discussing the proof of Theorem 3.7 let us note our main corollary.

**Corollary 3.8.** The Strong Brumer–Stark Conjecture is true:
\[ \Theta_{S, T}^\#(H/F) \in \text{Fitt}_{\mathbb{Z}_p[G]}^-(\text{Cl}_T^\Sigma(H)^{\vee,-}). \]

**Proof of Corollary 3.8.** It suffices to work prime by prime, i.e. to show that
\[ \Theta_{S, T}^\#(H/F) \in \text{Fitt}_{\mathbb{Z}_p[G]}^-(\text{Cl}_T^\Sigma(H)^{\vee,-}) \]
for each odd prime \( p \). By Lemma 3.1 there is a surjection \( \text{Sel}_T^\Sigma(H)^- \to \text{Cl}_T^\Sigma(H)^{\vee,-} \) that together with Theorem 3.7 implies
\[ \text{Fitt}_{\mathbb{Z}_p[G]}^-(\text{Cl}_T^\Sigma(H)^{\vee,-}) \supset \text{SKu}_p^T(H/F). \]

Since
\[ \Theta_{S, T}^\# = \Theta_{\Sigma, T}^\# \prod_{v \in S^\ram, v \mid p} (1 - \sigma_v e_v) \in \text{SKu}_p^T(H/F), \]
the result follows. \( \Box \)
We now prove Theorem 3.7 assuming our main result, Theorem 3.3.

**Proof of Theorem 3.7.** First note that it suffices to prove the result after extending scalars to $\mathcal{O}$ and then projecting to the connected component $R = \mathcal{O}[G]_\chi$ of $\mathcal{O}[G]$ associated to each odd character $\chi$ of $G'$. Theorem 3.3 yields

$$\text{Fitt}_R(\text{Sel}^{\Sigma'}_\mathcal{O}(H)_R) = (\Theta^{\#}_{\Sigma'}),$$

(30)

where the right side denotes the principal ideal of $R$ generated by the projection of the element $\Theta^{\#}_{\Sigma'} \in \mathcal{O}[G]$ to $R$.

To prove the theorem, we must demonstrate the effect of removing the primes in $S' = \{ v \in \mathcal{S}^{\text{ram}}, v \nmid p \}$ from the superscript of the Selmer group in (30). For this we first consider the short exact sequence of $\mathcal{Z}[G]^{-}$-modules

$$0 \rightarrow \text{Cl}^T(H)^{\vee,-} \rightarrow \text{Cl}^{\Sigma'}(H)^{\vee,-} \rightarrow \prod_{w \in S'_H} ((\mathcal{O}_H/w)^*)^{\vee,-} \rightarrow 0. \quad (31)$$

For each $v \in S'$, note that the inertia group $I_v \subset G$ acts trivially on $(\mathcal{O}_H/w)^*$. Decompose $I_v$ as a product $I_v = I_{v,p} \times I'_v$ of its subgroups of $p$-power order elements and prime-to-$p$ order elements, respectively. For $\tau \in I'_v$, the element $\tau - 1 \in \mathcal{O}[G]$ has image $\chi(\tau) - 1$ in $R$. This is a unit if $\chi(\tau) \neq 1$, and is 0 if $\chi(\tau) = 1$. Since $\tau - 1$ kills $(\mathcal{O}_H/w)^*$, it follows that the base extension of $(\mathcal{O}_H/w)^*$ to $R$ is trivial unless $\chi(I'_v) = 1$. And in this latter case $\tau - 1$ has vanishing image in $R$ for $\tau \in I'_v$.

Next note that by class field theory, $I_{v,p}$ is a quotient of $(\mathcal{O}_F/v)^*$. Hence $I_{v,p}$ is cyclic, and $Nv \equiv 1 \pmod{\#I_{v,p}}$. Let $\tau_v$ be a generator of $I_{v,p}$. Fixing a prime $w$ of $H$ above $v$ and a generator $u$ for $(\mathcal{O}_H/w)^*$ yields an isomorphism

$$\mathcal{Z}[G_v]/(\tau_v - 1, \sigma_v - Nv, \tau - 1 : \tau \in I'_v) \cong (\mathcal{O}_H/w)^*, \quad x \mapsto u^x,$$

where $\sigma_v$ is any element representing the Frobenius $I_v$-coset in $G_v$. Inducing from $G_v$ to $G$, taking duals, and projecting to the $R$-component yields:

$$\prod_{w \in S'_H} ((\mathcal{O}_H/w)^*)^R \cong \prod_{w \in S', \chi(I'_v) = 1} R/(\tau_v - 1, \sigma_v^{-1} - Nv). \quad (32)$$

Next consider the commutative diagram:

$$0 \rightarrow Y^{-\Sigma}_{H,\mathcal{O}} \rightarrow \text{Sel}^{\Sigma'}_\mathcal{O}(H) \rightarrow \text{Cl}^T(H)^{\vee,-} \rightarrow 0 \quad \text{and} \quad 0 \rightarrow Y^{-\Sigma}_{H,\mathcal{O}} \rightarrow \text{Sel}^{\Sigma'}_\mathcal{O}(H) \rightarrow \text{Cl}^{\Sigma'}(H)^{\vee,-} \rightarrow 0.$$
The snake lemma in conjunction with (31) and (32) yields a short exact sequence
\[ 0 \to \text{Sel}_{\Sigma}^{T}(H)^{-} \to \text{Sel}_{\Sigma}^{E}(H)^{-} \to \prod_{v \in S', \chi(l'_v) = 1} R/(\tau_v - 1, \sigma_v^{-1} - Nv) \to 0. \] (33)

Consider for each \( v \in S' \) such that \( \chi(l'_v) = 1 \) the short exact sequence:
\[ 0 \to R/(NI_{v,p}, \sigma_v^{-1} - Nv) \to R/(\sigma_v^{-1} - Nv) \to R/(\tau_v - 1, \sigma_v^{-1} - Nv) \to 0, \] (34)
where the first non-trivial arrow is multiplication by \( \tau_v - 1 \) and the next arrow is projection. Only the injectivity of this multiplication is unclear. Suppose \( x(\tau_v - 1) = y(\sigma_v^{-1} - Nv) \) for \( x, y \in R \). Then \( y(\sigma_v^{-1} - Nv) \) vanishes in \( R/(\tau_v - 1) \cong \mathbb{Z}[G_p/I_{v,p}] \). But \( \sigma_v^{-1} - Nv \) is a non-zerodivisor in this group ring, and hence the image of \( y \) in this ring vanishes, i.e. \( y = (\tau_v - 1)y' \) for some \( y' \in R \). Then \( x - y'(\sigma_v - Nv) \) is annihilated by \( \tau_v - 1 \) and hence is a multiple of \( NI_{v,p} \). Thus \( x \in (NI_{v,p}, \sigma_v^{-1} - Nv) \), proving the desired injectivity.

Applying Lemma 2.7 to (33) and the product of (34) over the appropriate \( v \) yields
\[ \text{Fitt}_{R}(\text{Sel}_{\Sigma}^{T}(H)_R) \prod_{v \in S', \chi(l'_v) = 1} (\sigma^{-1} - Nv) = \text{Fitt}_{R}(\text{Sel}_{\Sigma}^{E}(H)_R) \prod_{v \in S', \chi(l'_v) = 1} (NI_v, \sigma_v^{-1} - Nv). \] (35)

A key point is that the terms \( \sigma^{-1} - Nv \) are non-zerodivisors and hence can be inverted in \( \text{Frac}(R) \). Note also that if \( \chi(l'_v) \neq 1 \) then the projection of \( I_v \) to \( R \) vanishes and hence \( e_v = 0 \) in \( \text{Frac}(R) \). In particular
\[ \Theta_{\Sigma, v}^\# = \Theta_{\Sigma, T}^\# \prod_{v \in S'} (1 - \sigma_v e_v Nv) \]
\[ = \Theta_{\Sigma, T}^\# \prod_{v \in S', \chi(l'_v) = 1} (1 - \sigma_v e_v Nv). \]

Furthermore, if \( \chi(l'_v) = 1 \) then \( NI_v = (\# l'_v)NI_{v,p} \), and the integer \( \# l'_v \) is a \( p \)-adic unit. Also in this case \( e_v = e_{v,p}' e_v = e_{v,p} \) in \( \text{Frac}(R) \), where \( e_{v,p} = NI_{v,p}/\# I_{v,p} \) and \( e' = NI_v/\# I_v = 1 \).

Therefore, applying (30) to (35) yields:
\[ \text{Fitt}_{R}(\text{Sel}_{\Sigma}^{T}(H)_R) = (\Theta_{\Sigma, v}^\#) \prod_{v \in S', \chi(l'_v) = 1} (NI_{v,p}, \sigma_v^{-1} - Nv)(\sigma^{-1} - Nv)^{-1} \]
\[ = (\Theta_{\Sigma, T}^\#) \prod_{v \in S', \chi(l'_v) = 1} (NI_{v,p}, \sigma_v^{-1} - Nv)(1 - \sigma_v e_{v,p} Nv)(\sigma^{-1} - Nv)^{-1} \]
\[ = (\Theta_{\Sigma, T}^\#) \prod_{v \in S', \chi(l'_v) = 1} (NI_{v,p}, 1 - \sigma_v e_{v,p} Nv). \]

Finally we note that for \( v \in S', \chi(l'_v) = 1 \), since \( Nv \equiv 1 \pmod{\# I_{v,p}} \) we have
\[ (NI_{v,p}, 1 - \sigma_v e_{v,p} Nv) = (NI_{v,p}, 1 - \sigma_v e_{v,p}) \]
\[ = (NI_v, 1 - \sigma_v e_v). \]
To conclude the proof, we note that for \( v \in S' \) such that \( \chi(I'_v) \neq 1 \), we have
\[
(NI_v, 1 - \sigma_v e_v) = (1) \text{ in } R.
\]
We have therefore proven that
\[
\text{Fitt}_R(\text{Sel}^{T}(H)_R) = (\Theta^{\#}_{\Sigma,T}) \prod_{v \in S'} (NI_v, 1 - \sigma_v e_v Nv),
\]
which is the projection to \( R \) of the desired result.

\[\square\]

### 3.4 Rubin’s Conjecture

In this section we prove that the strong Brumer–Stark Conjecture implies Rubin’s conjecture away from 2. This result is known by the experts, but since only a dual version of this appears in the literature (see [33, Corollary 2.4]), we give a proof here.

**Lemma 3.9.** Let \( R \) be a commutative ring and let \( N \subset M \) be \( R \)-modules with \( N \) finitely generated and \( M \) finitely presented. For each positive integer \( r \), the ideal \( \text{Fitt}(M/N) \) annihilates the cokernel of the canonical map
\[
\bigwedge^r R N \to \bigwedge^r R M.
\]

**Proof.** We first reduce to the case that \( M \) and \( N \) are both finitely generated free \( R \)-modules. By the assumptions on \( M \) and \( N \), we may fix a surjection \( R^m \to M \) and a finite presentation
\[
R^n \to R^m \to M/N
\]
This yields a commutative diagram
\[
\begin{array}{ccc}
R^n & \longrightarrow & R^m \\
\downarrow & & \downarrow \\
N & \longrightarrow & M
\end{array}
\quad\quad
\begin{array}{ccc}
& & M/N
\end{array}
\]
\[
\begin{array}{ccc}
& & \\
& & \\
& & \\
\end{array}
\quad\quad
\begin{array}{ccc}
& & \\
& & \\
\end{array}
\]
The dotted arrow exists because \( R^n \) is free. Using the right exactness of the exterior power functor we get a commutative diagram
\[
\begin{array}{ccc}
\bigwedge^r R N & \longrightarrow & \bigwedge^r R^m \\
\downarrow & & \downarrow \\
\bigwedge^r R M & \longrightarrow & C_2
\end{array}
\quad\quad
\begin{array}{ccc}
& & \\
& & \\
& & \\
\end{array}
\]
\[
\begin{array}{ccc}
& & C_1
\end{array}
\]
Here \( C_1 \) and \( C_2 \) are cokernels of the obvious maps. It is also clear that the map \( C_2 \to C_1 \) is surjective. Therefore it is enough to show that \( \text{Fitt}(M/N) \) annihilates \( C_2 \). Hence we may
assume that $M \cong R^m$ and $N \cong R^n$ are both free $R$-modules. Without loss of generality we further assume that $n \geq m$. Let the map $R^n \to R^m$ be given by an $m \times n$ matrix $A$. We fix an $m \times m$ submatrix, say $A'$ of $A$. We must show that $\det(A')$ annihilates $C_2$.

The map $\bigwedge^r_R R^n \to \bigwedge^r_R R^m$ is given by the $r$th compound matrix $C_r(A)$—this is the $\binom{m}{r} \times \binom{n}{r}$ matrix whose entries are the $r \times r$ minors of $A$. Let $x \in \bigwedge^r_R R^m$. Denote by $\text{adj}_r(A')$ the $r$th higher adjugate matrix of $A'$, so

$$\text{adj}_r(A') \cdot C_r(A') x = \det(A') x.$$  

Observe that $C_r(A')$ is an $\binom{m}{r} \times \binom{m}{r}$ submatrix of $C_r(A)$ obtained by deleting $\binom{n}{r} - \binom{m}{r}$ columns. Let $\tilde{x}$ be the element of $\bigwedge^r_R R^n$ obtained from $x$ by inserting 0’s in the entries corresponding to these deleted columns. Then

$$C_r(A) \tilde{x} = C_r(A') x,$$

hence

$$\text{adj}_r(A') \cdot C_r(A) \tilde{x} = \text{adj}_r(A') \cdot C_r(A') x = \det(A') x.$$  

This shows that $\det(A') x$ belongs to the image of $\bigwedge^r_R R^m \to \bigwedge^r_R R^n$. Hence $\det(A')$ annihilates $C_2$, as desired.

For Rubin’s conjecture, recall that we are given a set of $r$ prime ideals

$$S' = \{ v_1, \ldots, v_r \}$$

of $F$ that split completely in $H$. Let $A \subset \text{Cl}^T(H)^-$ denote the subgroup generated by the classes associated to the primes in $S'$. By duality we obtain a surjection $\text{Cl}^T(H)^{\vee,-} \to A^{\vee}$. The strong Brumer–Stark conjecture implies that

$$\Theta_{S,T}^\# \in \text{Fitt}_{\mathbf{Z}[G]-} (\text{Cl}^T(H)^{\vee,-}) \subset \text{Fitt}_{\mathbf{Z}[G]-} (A^{\vee}).$$  

(36)

The $\mathbf{Z}[G]^-$-module $A$ sits in a short exact sequence

$$0 \to U^{-}_{S',T} \to Y^-_{H,S'} \to A \to 0.$$  

(37)

Here $U^{-}_{S',T}$ is defined in (7). The first nontrivial map in (37) sends

$$u \mapsto \sum_{w \in S'_H} \text{ord}_{w_i}(u) w = \sum_{i=1}^r \left( \sum_{\sigma \in G} \text{ord}_{w_i}(\sigma(u)) [\sigma^{-1}] \right) w_i,$$

where the $w_i$ are the chosen primes above the $v_i \in S'$ as in (8)–(9). The second nontrivial map in (37) sends $w \in S'_H$ to its class in $A \subset \text{Cl}^T(H)^-$. Since $A$ is finite, the long exact sequence associated to the functor $\text{Hom}_{\mathbf{Z}[\frac{1}{2}]}(-, \mathbf{Z}[\frac{1}{2}])$ applied to (37) yields

$$0 \to \text{Hom}_{\mathbf{Z}[\frac{1}{2}]} (Y^{-}_{H,S'}, \mathbf{Z}[\frac{1}{2}]) \to \text{Hom}_{\mathbf{Z}[\frac{1}{2}]} (U^{-}_{S',T}, \mathbf{Z}[\frac{1}{2}]) \to A^{\vee} \to 0.$$  

(38)
To maintain $G$-equivariance of this sequence, all terms are given the contragradient $G$-action. Note that by Shapiro’s Lemma there is a canonical isomorphism of functors
\[ \text{Hom}_{\mathbb{Z}[\frac{1}{2}]}(-, \mathbb{Z}^{[\frac{1}{2}]}) \cong \text{Hom}_{\mathbb{Z}[G]}(-, \mathbb{Z}[G]^\sim) \]
on the category of $\mathbb{Z}[G]^\sim$-modules. We can therefore write (38) as
\[ 0 \to \text{Hom}_{\mathbb{Z}[G]}(Y_{H,S}', \mathbb{Z}[G]^\sim) \to \text{Hom}_{\mathbb{Z}[G]}(U_{S',T}, \mathbb{Z}[G]^\sim) \to A^\vee \to 0. \tag{39} \]

Using (36), Lemma 3.9 implies that $\Theta_{S,T}^\# \in \text{Fitt}_{\mathbb{Z}[G]}(A^\vee)$ annihilates the cokernel of the induced map
\[ \bigwedge_{\mathbb{Z}[G]}^r \text{Hom}_{\mathbb{Z}[G]}(Y_{H,S}', \mathbb{Z}[G]^\sim) \to \bigwedge_{\mathbb{Z}[G]}^r \text{Hom}_{\mathbb{Z}[G]}(U_{S',T}, \mathbb{Z}[G]^\sim). \tag{40} \]

Suppose now that we are given an element
\[ \varphi \in \bigwedge_{\mathbb{Z}[G]}^r \text{Hom}_{\mathbb{Z}[G]}(U_{S',T}, \mathbb{Z}[G]^\sim). \]
We must prove that $\varphi(u_{RBS}) \in \mathbb{Z}[G]^\sim$. Note that after tensoring with $\mathbb{Q}$ over $\mathbb{Z}^{[\frac{1}{2}]}$, the map in (40) becomes an isomorphism, so $\varphi$ extends to an element of
\[ \bigwedge_{\mathbb{Z}[G]}^r \text{Hom}_{\mathbb{Z}[G]}(Y_{H,S}', \mathbb{Q}[G]^\sim). \]
We then note that
\[
\begin{align*}
\varphi(u_{RBS}) & = \varphi(\text{ord}_G(u_{RBS})(w_1 \wedge \cdots \wedge w_r)) \\
& = (\text{ord}_G(u_{RBS})^\# \varphi)(w_1 \wedge \cdots \wedge w_r) \\
& = (\Theta_{S,T}^\# \cdot \varphi)(w_1 \wedge \cdots \wedge w_r). \tag{41}
\end{align*}
\]
Here $\#$ appears because of the contragradient $G$-action. Since $\Theta_{S,T}^\#$ annihilates the cokernel of (40), it follows that (41) lies in $\mathbb{Z}[G]^\sim$ as desired. This concludes the proof that Theorem 1.3 implies Theorem 1.7.

4 On the smoothing and depletion sets

The goal of the rest of the paper is to prove Theorem 3.3. After extending to $\mathcal{O}$ and projecting onto the component corresponding to a prime-to-$p$ order character $\chi$ with associated component $R = R_\chi = \mathcal{O}[G_p]_\chi$, this statement reads
\[ \text{Fitt}_R(\text{Sel}_{\Sigma}(H)_R) = (\Theta_{\Sigma,\Sigma'}^\#). \tag{42} \]

In this section, we alter some of the parameters in this equation.
4.1 Removing primes above $p$ from the smoothing set

The set $T$, and hence $\Sigma'$, may contain primes above $p$. We show that it is safe to remove these primes from $T$ without altering the situation. Note that by definition these primes are necessarily unramified in $H$.

**Lemma 4.1.** Let $\Sigma'' = \Sigma' - \{v \in T: v \mid p\}$. We have

$$\text{Sel}_\Sigma^{\Sigma'}(H)_R \cong \text{Sel}_\Sigma^{\Sigma''}(H)_R$$

and

$$\left(\Theta_{\Sigma, \Sigma'}^\#\right) = \left(\Theta_{\Sigma, \Sigma''}^\#\right).$$

**Proof.** As in [33], we have a short exact sequence

$$0 \to \text{Sel}_\Sigma^{\Sigma''}(H)_R \to \text{Sel}_\Sigma^{\Sigma'}(H)_R \to \left[\prod_{v \in T, v \mid p} \prod_{w \mid v} (\mathcal{O}_{H/w})^*\right]_R \to 0.$$

The group on the right in brackets has prime-to-$p$ order, hence its tensor product with $R$ vanishes. This proves the first result. On the analytic side, we note that the factor $(1 - \sigma_v Nv)$ has an image in $R$ that is a unit when $v \mid p$ and hence the elements

$$\Theta_{\Sigma, \Sigma'}^\# = \Theta_{\Sigma, \Sigma''}^\# \prod_{v \in T, v \mid p} (1 - \sigma_v Nv)$$

and $\Theta_{\Sigma, \Sigma''}^\#$ generate the same ideal under projection to $R$. 

Hereafter we replace $\Sigma'$ by $\Sigma''$ and therefore assume that $T$ and $\Sigma'$ contain no primes above $p$.

4.2 Passing to the field cut out by $\chi$

Next, we show that we can replace $H$ by the fixed field of the kernel of $\chi$ inside $G'$, which we denote $H_\chi$.

**Lemma 4.2.** Let $H_\chi \subset H$ denote the subfield of $H$ fixed by the kernel of $\chi$ inside $G'$. Let $\Sigma \supset S_\infty$ and $\Sigma'$ be finite disjoint sets of places of $F$ whose union contains the set $S_{ram}$ of primes ramified in $H/F$. There is a canonical isomorphism $\text{Sel}_\Sigma^{\Sigma'}(H)_R \cong \text{Sel}_\Sigma^{\Sigma'}(H_\chi)_R$.

**Proof.** The inclusion $H_\chi \subset H$ induces a map $\text{Sel}_\Sigma^{\Sigma'}(H) \to \text{Sel}_\Sigma^{\Sigma'}(H_\chi)$, which upon passing to the $R$-component induces a map

$$\text{Sel}_\Sigma^{\Sigma'}(H)_R \to \text{Sel}_\Sigma^{\Sigma'}(H_\chi)_R.$$
To show that this map is an isomorphism, we use the presentation \([27]\) for the Selmer groups. Note that

\[
(Hom_\mathbb{Z}(\mathcal{O}^*_{H,S'\Sigma'}, \mathbb{Z}) \otimes \mathcal{O})_R = Hom_\mathcal{O}(\mathcal{O}^*_{H,S',\Sigma'} \otimes \mathcal{O}, \mathcal{O})_R
\]

\[
= Hom_\mathcal{O}((\mathcal{O}^*_{H,S',\Sigma'} \otimes \mathcal{O})^{G' = \chi}, \mathcal{O}),
\]

where the last equality follows since \(\mathcal{O}^*_{H,S',\Sigma'} \otimes \mathcal{O}\) is a free \(\mathcal{O}\)-module of finite rank. We therefore obtain a commutative diagram

\[
\begin{array}{ccccccc}
(Y_{H,S'-\Sigma})_R & \rightarrow & Hom_\mathcal{O}((\mathcal{O}^*_{H,S',\Sigma'} \otimes \mathcal{O})^{G' = \chi}, \mathcal{O}) & \rightarrow & Sel_\Sigma^\prime(H)_R & \rightarrow & 0 \\
\downarrow & & \downarrow \cong & & \downarrow & & \\
(Y_{H_x,S'-\Sigma})_R & \rightarrow & Hom_\mathcal{O}((\mathcal{O}^*_{H_x,S',\Sigma'} \otimes \mathcal{O})^{G' = \chi}, \mathcal{O}) & \rightarrow & Sel_\Sigma^\prime(H_x)_R & \rightarrow & 0.
\end{array}
\]

(43)

As indicated, the middle vertical arrow is clearly an isomorphism (Galois theory). Therefore the right vertical arrow is surjective. To prove that it is also injective, it suffices to prove that the left vertical arrow is surjective. This follows since the primes in \(S' - \Sigma\) are unramified in \(H_x\). \(\square\)

Lemma \(4.2\) shows that it suffices to prove equation \((42)\) with \(H\) replaced by \(H_x\). Next we show that the primes ramified in \(H\) but not ramified in \(H_x\) can be excluded from the depletion and smoothing sets. In other words, we let

\[
\Sigma(\chi) = \{v \mid p : v \text{ is ramified in } H_x\} \cup S_\infty,
\]

\[
\Sigma'(\chi) = \{v \mid p : v \text{ is ramified in } H_x\} \cup T.
\]

Note that

\[
\Theta_{\Sigma,S'}(H_x/F)^\# = \Theta_{\Sigma(\chi),\Sigma'(\chi)}(H_x/F)^\# \prod_{v \in \Sigma - \Sigma(\chi)} (1 - \sigma_v) \prod_{v \in \Sigma' - \Sigma(\chi)} (1 - \sigma_v N v). \tag{44}
\]

The fact that the Selmer group behaves nicely with respect to the addition of unramified primes to the depletion and smoothing sets is well known:

**Lemma 4.3.** Suppose that the \(R\)-module \(Sel_{\Sigma(\chi)}^\Sigma(H_x)_R\) is quadratically presented. Then \(Sel_{\Sigma(\chi)}^\Sigma(H_x)_R\) is quadratically presented as well, and we have

\[
Fitt(Sel_{\Sigma(\chi)}^\Sigma(H_x)_R) = Fitt(Sel_{\Sigma(\chi)}^\Sigma(H_x)_R) \prod_{v \in \Sigma - \Sigma(\chi)} (1 - \sigma_v) \prod_{v \in \Sigma' - \Sigma(\chi)} (1 - \sigma_v N v).
\]

**Proof.** We have the commutative diagram

\[
\begin{array}{ccccccc}
(Y_{H_x,S'-\Sigma(\chi)})_R & \rightarrow & Hom_\mathcal{O}((\mathcal{O}^*_{H_x,S',\Sigma'(\chi)} \otimes \mathcal{O})^{G' = \chi}, \mathcal{O}) & \rightarrow & Sel_{\Sigma(\chi)}^\Sigma(H_x)_R \\
\downarrow & & \downarrow & & \downarrow & & \\
(Y_{H_x,S'-\Sigma(\chi)})_R & \rightarrow & Hom_\mathcal{O}((\mathcal{O}^*_{H_x,S',\Sigma'(\chi)} \otimes \mathcal{O})^{G' = \chi}, \mathcal{O}) & \rightarrow & Sel_{\Sigma(\chi)}^\Sigma(H_x)_R.
\end{array}
\]
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similar to the one in \( 43 \). The middle vertical arrow is surjective with kernel given by 
\[
\prod_{v \in \Sigma - \Sigma(\chi)} \prod_{w|v} ((O_H/w)^*)_R,
\]
which has Fitting ideal \( \prod_{v \in \Sigma - \Sigma(\chi)} (1 - \sigma_v N_v) \). In particular the right hand vertical arrow is surjective.

The left vertical arrow is injective with cokernel \((Y_{H,x,\Sigma-\Sigma(\chi)})_R\), which has Fitting ideal \( \prod_{v \in \Sigma - \Sigma(\chi)} (1 - \sigma_v N_v) \). In particular the right hand vertical arrow is surjective.

In view of \( 44 \) and Lemma 4.3, in order to prove \( 42 \) it suffices to prove that \( \text{Sel}_{\Sigma(\chi)}^{(\Sigma')} (H_x)_R \) is quadratically presented over \( R \) and that

\[
\text{Fitt}_R(\text{Sel}_{\Sigma(\chi)}^{(\Sigma')} (H_x)_R) = (\Theta_{\Sigma(\chi),\Sigma'}^\#).
\]  \( 45 \)

To recapitulate, the results of \( 44 \) it remains to prove that the module \( \text{Sel}_{\Sigma}^{(\Sigma')} (H)_R \) is quadratically presented over \( R \) and that

\[
\text{Fitt}_R(\text{Sel}_{\Sigma}^{(\Sigma')} (H)_R) = (\Theta_{\Sigma,\Sigma'}^\#)
\]  \( 46 \)

when:

- \( H/F \) is such that \( \chi \) is a faithful odd character of the maximal prime-to-\( p \) subgroup \( G' \subset G \);
- the sets \( \Sigma, \Sigma' \) are defined as in the beginning of \( 3.2 \) for this extension \( H/F \);
- the set \( T \) contains no primes above \( p \).

The results of this section show that \( 46 \) in this setting implies our main result, Theorem 3.3.

### 5 Divisibility Implies Equality

In this section we prove an analogue in the general setting of the “elementary argument” mentioned in the introduction and described in \( 2.3 \) for the case where \( H/F \) is unramified at all finite primes. First, this argument will replace \( \text{Cl}^T(H) \) with an appropriate Selmer module since the former is not in general quadratically presented. Second, the analytic argument will be quite a bit more complicated for two reasons. (i) The Selmer module and Stickelberger element will have “trivial zeroes” at any character \( \psi \) for which there exists \( v \in \Sigma \) such that \( \psi(G_v) = 1 \), hence any generalization of \( 11 \) must account for trivial zeroes. (ii) The class number formula relates the size of class groups to \( L \)-values, and the exact sequences relating these class groups to Selmer modules are in general not split; appropriate quotients must be taken on which the size of class groups and Selmer modules can be related.

Recall the notation \( G = \text{Gal}(H/F) = G_p \times G' \), with \( G_p \) of \( p \)-power order and \( G' \) of prime-to-\( p \) order. Let \( R = O[G_p]_\chi \) be a connected component of \( O[G] \) corresponding to an
odd character $\chi$ of $G'$. Let $H_p$ denote the fixed field of $G'$ in $H$, so $\text{Gal}(H_p/F) \cong G_p$. By our earlier reductions we can assume that $\chi$ is a faithful character of $G'$.

We recall the sets $\Sigma, \Sigma'$ defined in §4 and introduce the notation $\Sigma_p$. As usual $\text{S}^\text{ram}$ denotes the set of primes of $F$ ramified in $H$.

\[
\Sigma = \{ v \in \text{S}^\text{ram} : v \mid p \} \cup S_\infty, \\
\Sigma_p = \{ v \in \text{S}^\text{ram} : v \mid p \text{ and } \chi(G'_v) = 1 \} \subset \Sigma, \\
\Sigma' = \{ v \in \text{S}^\text{ram} : v \nmid p \} \cup T.
\]

In (48), $G'_v = G' \cap G_v$. Since $\chi$ is faithful, the condition $\chi(G'_v) = 1$ is equivalent to $G'_v = 1$, i.e. that $G_v$ is a $p$-group. The goal of this section is to prove the following:

**Theorem 5.1.** Suppose that in every situation with notation as above, we have that the $R$-module $\text{Sel}^{\Sigma'}_{\Sigma}(H)_R$ is quadratically presented and that $\text{Fitt}_R(\text{Sel}^{\Sigma'}_{\Sigma}(H)_R) \subset (\Theta^\#_{\Sigma, \Sigma'})$. (50)

Then each such inclusion is an equality.

Note that our proof is inductive in nature, so we do not show directly that a single such inclusion is necessarily an equality; we show that if every such inclusion holds, then they are all equalities. For the remainder of this section, we assume that (50) always holds.

Recall the following exact sequence of $O[G]$-modules (Lemma 3.1):

\[
0 \to Y_{H, \Sigma}^- \to \text{Sel}^{\Sigma'}_{\Sigma}(H)^{-} \to \text{Cl}^{\Sigma'}_{\Sigma}(H)^{\vee,-} \to 0.
\]

Note that $(Y_{H,\Sigma})_R \cong (Y_{H,\Sigma'})_R$ since $(Y_{H,\{v\}})_R = 0$ when $\chi(G'_v) \neq 1$. In particular:

if $\Sigma_p = \emptyset$, then $\text{Sel}^{\Sigma'}_{\Sigma}(H)_R \cong (\text{Cl}^{\Sigma'}_{\Sigma}(H)^{\vee})_R$. (52)

**Lemma 5.2.** Let $\alpha$ be any character of $G'$. Denote by $O_\alpha$ the ring $O$ endowed with the $G'$-action in which $G'$ acts via $\alpha$. Write

\[
\text{Cl}^{\Sigma'}_{\Sigma}(H)^{\vee}_{O_\alpha} = \text{Cl}^{\Sigma'}_{\Sigma}(H)^{\vee} \otimes_{O[G']} O_\alpha.
\]

Let $H_\alpha$ denote the fixed field of the kernel of $\alpha$ in $G'$. Then

\[
\text{Cl}^{\Sigma'}_{\Sigma}(H_\alpha)^{\vee}_{O_\alpha} \cong \text{Cl}^{\Sigma'}_{\Sigma}(H)^{\vee}_{O_\alpha}.
\]

**Proof.** This follows because $[H : H_\alpha]$ is relatively prime to $p$. The maps

\[
a \mapsto aO_H \quad \text{and} \quad a \mapsto \frac{1}{[H : H_\alpha]} N_{H/H_\alpha} a
\]

are explicit mutually inverse isomorphisms between $\text{Cl}^{\Sigma'}_{\Sigma}(H_\alpha)_{O_\alpha}$ and $\text{Cl}^{\Sigma'}_{\Sigma}(H)_{O_\alpha}$. The isomorphism in the lemma is the Pontryagin dual of this. \qed
The proof of Theorem 5.1 relies on the analytic class number formula, which manifests itself in the following lemma.

**Lemma 5.3.** We have
\[ #(\text{Cl}^\Sigma(H)_{\text{tor}}) = \#\mathcal{O}/L, \]
where
\[ L = L_{S,\Sigma}(H/H_p, \chi, 0) = \prod_{\psi|\Sigma'} L_{S,\Sigma'}(H/F, \psi, 0). \]
Here the product runs over the characters \( \psi \) of \( G = \text{Gal}(H/F) \) that belong to \( \chi \).

**Proof.** For the purposes of the first equality, we can work entirely over \( H_p \), i.e. we can replace \( F \) by \( H_p \). Note that \( H_p \) is totally real since its degree over \( F \) is odd. For the extension \( H/H_p \), the associated set \( \Sigma_p \) is empty, since \( G_v = G'_v \) and \( \chi \) is faithful, so \( \chi(G'_v) = 1 \) implies that \( G'_v = 1 \) and hence \( v \) is unramified (in fact totally split). In this setting the ring \( R \) is just \( \mathcal{O}_\chi \), i.e. the ring \( \mathcal{O} \) in which the group \( \text{Gal}(H/H_p) \) acts via \( \chi \). Therefore the running assumption \( \text{(50)} \) together with the isomorphism \( \text{(52)} \) yield
\[ \text{Fitt}_{\mathcal{O}_\chi}(\text{Cl}^\Sigma(H)_{\mathcal{O}_\chi}) \subset (L_{S,\Sigma'}(H/H_p, \chi, 0)), \]
which says simply
\[ \#\mathcal{O}/L_{S,\Sigma'}(H/H_p, \chi, 0) \mid \#\text{Cl}^\Sigma(H)^{\Sigma'}_{\mathcal{O}_\chi}. \]
We apply the same result to all odd characters \( \alpha \) of \( H/H_p \), to obtain
\[ \#\mathcal{O}/L_{S,\Sigma'}(H/H_p, \alpha, 0) \mid \#\text{Cl}^\Sigma(H)^{\Sigma'}_{\mathcal{O}_\chi} = \#\text{Cl}^\Sigma(H)^{\Sigma'}_{\mathcal{O}_\alpha}, \tag{53} \]
where the last equality uses Lemma 5.2. Taking the product over all \( \alpha \) gives
\[ \#\mathcal{O}/L_{S,\Sigma'}(H/H^+, \epsilon, 0) \mid \#\text{Cl}^\Sigma(H)^{\Sigma'}_{\mathcal{O}_\epsilon}, \tag{54} \]
where \( H^+ \) is the maximal totally real subfield of \( H \), and \( \epsilon \) is the nontrivial character of \( \text{Gal}(H/H^+) \). The left side of \( \text{(54)} \) uses the Artin formalism for \( L \)-functions, and the right side uses the fact that \( \mathcal{O}[\text{Gal}(H/H_p)]^{-} \) is the direct product of the \( \mathcal{O}_\alpha \). Now, \( \text{(54)} \) is actually an equality by the analytic class number formula (Lemma 2.1). It follows that each divisibility \( \text{(53)} \) is an equality as well. This yields the first equality of the lemma, with \( \alpha = \chi \). The second equality follows from the Artin formalism for \( L \)-functions. \( \square \)

### 5.1 Base Case

The proof of Theorem 5.1 will proceed by an induction on \( \#\Sigma_p \). We first handle the case that \( \Sigma_p \) is empty. Note that in this case, the image of \( \Theta_{\Sigma,\Sigma'} \) is a non-zerodivisor in \( R \). The fact that \( \text{Sel}^\Sigma_{\Sigma'}(H)_R \) is quadratically presented together with the inclusion \( \text{(50)} \) imply that we may write
\[ \text{Fitt}_R(\text{Sel}^\Sigma_{\Sigma'}(H)_R) = (x \cdot \Theta_{\Sigma,\Sigma'}) \]
for some $x \in R$. By (52), which applies since $\Sigma_p = \emptyset$, this reads
\[
\text{Fitt}_R(\text{Cl}^\Sigma'(H)_R) = (x \cdot \Theta^\#_{\Sigma, \Sigma'}). 
\]

Lemmas 2.4 and 2.5 imply that
\[
\# \text{Cl}^\Sigma'(H)_R = \# \mathcal{O} / \prod_{\psi|_{G'} = \chi} \psi(x) L_{\Sigma, \Sigma'}(H/F, \psi, 0). \tag{55}
\]

Yet
\[
L_{\Sigma, \Sigma'}(H/F, \psi, 0) = L_{\Sigma_{\infty}, \Sigma'}(H/F, \psi, 0) \prod_{v \in \Sigma - \Sigma_{\infty}} (1 - \psi(v)). \tag{56}
\]

Since $\Sigma_p = \emptyset$, any $v \in \Sigma - \Sigma_{\infty}$ satisfies
\[
\begin{cases}
\psi(v) = 0 & \text{if } \psi \text{ is ramified at } v, \\
\psi(v) \equiv \chi(v) \not\equiv 1 \pmod{\pi_E} & \text{if } \psi \text{ is unramified at } v.
\end{cases}
\]

Here $\pi_E \in \mathcal{O}$ is a uniformizer. It follows that the product on the right in (56) is a $p$-adic unit. Hence Lemma 5.3 and (55) imply that $\prod \psi(x) \in \mathcal{O}^*$. Therefore each $\psi(x) \in \mathcal{O}^*$, which implies that $x \in R^*$ since the $\mathcal{O}$-algebra maps $R \to \mathcal{O}$ induced by each character $\psi$ are local homomorphisms of local rings. This is the desired result.

### 5.2 Strategy of Inductive Step

Now consider the case of $\Sigma_p$ nonempty. As in § 5.1, the inclusion (50) implies that the principal ideal $\text{Fitt}_R(\text{Sel}^\Sigma'(H)_R)$ is generated by an element of the form $x \cdot \Theta^\#_{\Sigma, \Sigma'}$ for some $x \in R$. We must show that $x$ is a unit in $R$.

Now, the inclusion (50) implies that for all characters $\psi$ of $G$ that belong to $\chi$, we have
\[
\text{Fitt}_\mathcal{O}(\text{Sel}^\Sigma'(H)_\psi) \subset (L_{\Sigma, \Sigma'}(\psi, 0)). \tag{57}
\]

Note here that
\[
\text{Sel}^\Sigma'(H)_\psi := \text{Sel}^\Sigma'(H) \otimes_{\mathbb{Z}[G]} \mathcal{O}_\psi \\
= (\text{Sel}^\Sigma'(H) \otimes_{\mathbb{Z}} \mathcal{O})/\langle g - \psi(g) : g \in G \rangle
\]
denotes the $\psi$-coinvariants of $\text{Sel}^\Sigma'(H)$. Suppose we can prove that (57) is an equality for some $\psi$ that belongs to $\chi$ satisfying $L_{\Sigma, \Sigma'}(\psi, 0) \neq 0$. This implies that $\psi(x) \in \mathcal{O}^*$ which implies $x \in R^*$, giving the desired result
\[
\text{Fitt}_R(\text{Sel}^\Sigma'(H)_R) = (\Theta^\#_{\Sigma, \Sigma'}). 
\]

Now if every character $\psi$ belonging to $\chi$ has a trivial zero (i.e. if for each $\psi$ there exists $v \in \Sigma$ with $\psi(v) = 1$, so that $L_{\Sigma, \Sigma'}(\psi, 0) = 0$) then Lemma 3.2 shows that
\[
\text{Fitt}_R(\text{Sel}^\Sigma'(H)_R) = 0 = (\Theta^\#_{\Sigma, \Sigma'}). 
\]
It therefore suffices to prove that
\[ \text{Fitt}_\mathcal{O}(\text{Sel}^\Sigma_\psi(H)) = (L_{\Sigma,\Sigma'}(\psi, 0)) \] (58)
for every character \( \psi \) belonging to \( \chi \). We do this in two cases, depending on whether or not \( \psi \) is ramified at all places in \( \Sigma_p \). In both cases we need the following lemma.

**Lemma 5.4.** Let \( H_\psi \subset H \) denote the subfield of \( H \) fixed by the kernel of \( \psi \). There is a canonical isomorphism \( \text{Sel}^\Sigma_\psi(H) \cong \text{Sel}^\Sigma_\psi(H_\psi) \).

**Proof.** The proof is nearly identical to Lemma 4.2, replacing \((H_\chi, R)\) with \((H_\psi, \mathcal{O}_\psi)\). We omit the details. □

### 5.3 Characters unramified at some place in \( \Sigma_p \)

Let \( \psi \) be a character belonging to \( \chi \), and suppose that there exists a prime \( v \in \Sigma_p \) such that \( \psi \) is unramified at \( v \). We will prove (58). Let \( \Sigma''_p = \Sigma_p - \{v\} \) and \( \Sigma'' = \Sigma - \{v\} \). Since \( H_\psi \) is unramified at \( v \), the sets \( \Sigma'', \Sigma' \) satisfy the necessary conditions for \( H_\psi/F \) and hence by induction (recall we are inducting on \#\( \Sigma_p \)) we obtain that
\[ \text{Fitt}_{R'}(\text{Sel}^{\Sigma''}_\Sigma(H_\psi)) = (\Theta_{\Sigma''}^\#) \] (59)
where \( R' \) is the \( \chi \)-component of \( \mathcal{O}[\text{Gal}(H_\psi/F)] \).

There is a short exact sequence of \( \mathcal{O}[\text{Gal}(H_\psi/F)] \)-modules
\[ 0 \to Y_{H_\psi,\{v\}} \to \text{Sel}^{\Sigma'}_\Sigma(H_\psi) \to \text{Sel}^{\Sigma''}_\Sigma(H_\psi) \to 0. \] (60)
Note that since \( v \) is unramified in \( H_\psi/F \), we have
\[ \text{Fitt}_{R'}((Y_{H_\psi,\{v\}})_{R'}) = (1 - \sigma_v). \] (61)

Lemma 2.6 applied to the \( R' \)-projection of (60), combined with (59) and (61) yields
\[ \text{Fitt}_{R'}(\text{Sel}^{\Sigma'}_\Sigma(H_\psi)) = (\Theta^\#_{\Sigma'',\Sigma'})(1 - \sigma_v) = (\Theta^\#_{\Sigma,\Sigma'}). \]
Passing to the \( \mathcal{O}_\psi \)-quotient yields the desired equality (58).

### 5.4 Characters ramified at all places in \( \Sigma_p \)

Next we consider the more difficult case that \( \psi \) is ramified at all primes in \( \Sigma_p \). In this case, the induction hypothesis is of little use since we cannot remove any primes from \( \Sigma_p \). We prove (58) directly.

The extension \( H_\psi/F \) is cyclic. Each \( v \in \Sigma_p \) satisfies \( \psi(G'_v) = \chi(G'_v) = 1 \), hence the decomposition group of \( v \) in \( \text{Gal}(H_\psi/F) \) is a \( p \)-group. Therefore there exists a \( v \in \Sigma_p \) whose inertia group \( I_v \) is minimal in the sense that \( I_v \subset I_w \) for all \( w \in \Sigma_p \), since the subgroups of a cyclic \( p \)-group are linearly ordered by inclusion. We write \( I \) for this minimal \( I_v \).
Lemma 5.5. With notation as above, we have $\mathrm{Sel}_{\Sigma}^{\Sigma'}(H_\psi)_R/NI \cong (\mathrm{Cl}_{\Sigma}^{\Sigma'}(H_\psi))_R/NI$.

Proof. Denote by $\Sigma_{H_\psi}$ the set of places of $H_\psi$ above those in $\Sigma$. First note that from the short exact sequence

$$0 \to Y_{H_\psi, \Sigma - \Sigma_p} \to \mathrm{Sel}_{\Sigma}^{\Sigma'}(H_\psi) \to \mathrm{Sel}_{\Sigma_p}^{\Sigma'}(H_\psi) \to 0$$

it follows that

$$\mathrm{Sel}_{\Sigma}^{\Sigma'}(H_\psi)_R \cong \mathrm{Sel}_{\Sigma_p}^{\Sigma'}(H_\psi)_R.$$ 

Indeed, any place $w \in (\Sigma - \Sigma_p)_{H_\psi}$ has image in $(Y_{H_\psi, \Sigma - \Sigma_p})_R$ that vanishes (if $\sigma \in G'_v$ with $\chi(\sigma) \neq 1$, then $1 - \sigma$ acts trivially on the image of $w$ in $Y_{H_\psi, \Sigma - \Sigma_p}$ and has image in $R$ that is a unit).

It therefore suffices to prove the result with $\Sigma$ replaced by $\Sigma_p$. For this, we tensor the exact sequence (51) with $R/NI$ over $R$. We need to show that the image of

$$(Y_{H_\psi, \Sigma_p})_R/NI \to \mathrm{Sel}_{\Sigma_p}^{\Sigma'}(H_\psi)_R/NI$$

vanishes. We will show that this already holds on the full minus side over $\mathbb{Z}[1/2]$ (without passing to the $R$-component), i.e. that

$$Y_{H_\psi, \Sigma_p}/NI \to \mathrm{Sel}_{\Sigma_p}^{\Sigma'}(H_\psi)^{-}/NI$$

vanishes.

Define $M = \mathrm{Cl}_{\Sigma}^{\Sigma'}(H_\psi)^{-}/NI$. The primes $\mathfrak{P} \in (\Sigma_p)_{H_\psi}$ come in pairs $(\mathfrak{P}, \overline{\mathfrak{P}})$ that are associated by complex conjugation, with $\mathfrak{P} \neq \overline{\mathfrak{P}}$ since $\chi(G'_v) = 1$ while $\chi$ is odd. We choose a representative $\mathfrak{P}$ for each pair and denote this set of representatives by $J$. Let $e = \#I$. We claim that the images of $\mathfrak{P}/\overline{\mathfrak{P}}$ are “linearly independent modulo $e$” in $M$, in the following sense:

if $\prod_{\mathfrak{P} \in J} (\mathfrak{P}/\overline{\mathfrak{P}})^{a_{\mathfrak{P}}}$ has trivial image in $M$, then $e \mid a_{\mathfrak{P}}$ for all $\mathfrak{P}$.

To see this, suppose that

$$\prod_{\mathfrak{P} \in J} (\mathfrak{P}/\overline{\mathfrak{P}})^{a_{\mathfrak{P}}} = (x)a^{NI} \quad (63)$$

for some $x \in H_{\psi, \Sigma'}^{-}$ and some fractional ideal $a \in I_{\Sigma'}^{\Sigma'}(H_\psi)^{\Sigma'}$. Then all items in (63) are invariant under all $\sigma \in I$ except possibly the fractional ideal $(x)$, which implies that $(x)$ is invariant as well; since the generator in $H_{\psi, \Sigma'}^{\Sigma'}$ of a principal ideal on the minus side (i.e. in $I_{\Sigma'}^{\Sigma'}(H_\psi)^{\Sigma'}$) is unique, this implies that $x \in (H_\psi^{I})_{\Sigma'}^{\Sigma'}$. But the ideals $\mathfrak{P}$ are totally ramified over $H_\psi$, and hence the valuations of $x$ at these primes must be multiples of $e$; it follows that the $a_{\mathfrak{P}}$ are multiples of $e$ as well.

Now fix one of the $\mathfrak{P} \in J$. We will show that the image of $\text{ord}_{\mathfrak{P}} - \text{ord}_{\overline{\mathfrak{P}}}$ in $\mathrm{Sel}_{\Sigma_p}^{\Sigma'}(H_\psi)^{-}$ is a multiple of $NI$; this is precisely the desired result that (62) vanishes. The claim just proven
implies that there is a group homomorphism \( \tilde{\phi} : M \to Q/\mathbb{Z}[\frac{1}{2}] \) such that \( \tilde{\phi}(\mathfrak{P} - \overline{\mathfrak{P}}) = 1/e \) and \( \tilde{\phi}(\mathfrak{P'} - \overline{\mathfrak{P'}}) = 0 \) for all \( \mathfrak{P'} \in J, \mathfrak{P'} \neq \mathfrak{P} \). Considering \( M \) as the quotient:

\[
M = I_{\Sigma'}(H_{\psi})^{-}/\langle H_{\psi}^{-}, NI \cdot I_{\Sigma'}(H_{\psi})^{-} \rangle,
\]

we can lift \( \tilde{\phi} \) to a \( \mathbb{Z}[\frac{1}{2}] \)-module homomorphism \( \phi : I_{\Sigma'}(H_{\psi})^{-} \to Q \), since \( I_{\Sigma'}(H_{\psi})^{-} \) is free as a \( \mathbb{Z}[\frac{1}{2}] \)-module. Furthermore we can choose this lift to satisfy \( \phi(\mathfrak{P} - \overline{\mathfrak{P}}) = 1/e \) and \( \phi(\mathfrak{P'} - \overline{\mathfrak{P'}}) = 0 \) for all \( \mathfrak{P'} \in J, \mathfrak{P'} \neq \mathfrak{P} \). The restriction of \( \phi \) to \( H_{\psi}^{-} \) is \( \mathbb{Z}[\frac{1}{2}] \)-valued (since this group has trivial image in \( M \) ), and hence yields a class \( \Phi \in Sel_{\Sigma'}(H_{\psi})^{-} \) defined explicitly by

\[
\Phi = \sum_{w \notin \Sigma'_{H_{\psi}}} \phi(w) \text{ord}_w.
\]

To conclude the proof, we will show that \( \text{ord}_{\mathfrak{P}} - \text{ord}_{\overline{\mathfrak{P}}} \) and \( NI \cdot \Phi \) are equal in \( Sel_{\Sigma_{p}}(H_{\psi})^{-} \).

From the construction of \( \phi \), we see that

\[
\Phi = \frac{1}{e}(\text{ord}_{\mathfrak{P}} - \text{ord}_{\overline{\mathfrak{P}}}) + \sum_{w \notin (\Sigma'_{p} \cup \Sigma')} \phi(w) \text{ord}_w
\]

and hence

\[
NI \cdot \Phi = (\text{ord}_{\mathfrak{P}} - \text{ord}_{\overline{\mathfrak{P}}}) + NI \sum_{w \notin (\Sigma'_{p} \cup \Sigma')} \phi(w) \text{ord}_w
\]

\[
= (\text{ord}_{\mathfrak{P}} - \text{ord}_{\overline{\mathfrak{P}}}) + \sum_{w \notin (\Sigma'_{p} \cup \Sigma')} \phi(NI \cdot w) \text{ord}_w. \tag{64}
\]

Since \( \phi \circ NI \) is \( \mathbb{Z}[\frac{1}{2}] \)-valued by the definition of \( M \), the sum on the right in (64) has trivial image in \( Sel_{\Sigma_{p}}(H_{\psi})^{-} \), by the definition of this group. The result follows.

\[\text{Lemma 5.6.} \quad \text{The size of the group } Cl_{\Sigma'}(H_{\psi})_{\Sigma_{p}}/NI \text{ is } \#\mathcal{O}/L_{I}, \text{ where}
\]

\[L_{I} = \prod_{\substack{\alpha(I) \neq 1 \\ \alpha|_{\Sigma'} = \chi}} L_{\Sigma,\Sigma'}(H_{\psi}/F, \alpha, 0).
\]

Here the product ranges over all characters \( \alpha \) of \( \text{Gal}(H_{\psi}/F) \) that belong to \( \chi \) such that \( \alpha(I) \neq 1 \).

\[\text{Proof.} \quad \text{Note that in the definition of } L_{I}, \text{ each character } \alpha \text{ is ramified at every } v \in \Sigma_{p}, \text{ while the Euler factor } (1 - \alpha(v)) \text{ is a } p \text{-adic unit for each finite } v \in \Sigma - \Sigma_{p}, \text{ hence}
\]

\[L_{\Sigma,\Sigma'}(H_{\psi}/F, \alpha, 0) = L_{S_{\infty},\Sigma'}(H_{\psi}/F, \alpha, 0).
\]
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For notational simplicity, write $M = \Cl^\Sigma(H_{\psi})_R$. By Lemma 5.3, we have $\#M^\vee = \mathcal{O}/L$, where
\[ L = \prod_{\alpha | G'} L_{S,\Sigma}(H_{\psi}/F, \alpha, 0). \]
We therefore need to prove that
\[ \#(NI \cdot M^\vee) = \mathcal{O}/L'_I, \] (65)
where
\[ L'_I = \prod_{\alpha | G'} L_{S,\Sigma}(H_{\psi}/F, \alpha, 0) \]
\[ = \prod_{\alpha \in \text{Gal}(H_{I,\psi}/F)} L_{S,\Sigma}(H_{I,\psi}/F, \alpha, 0). \] (66)

First note that we can replace $M^\vee$ by $M$ in (65) since $M$ is finite; indeed, from the exact sequence
\[ 0 \rightarrow M^\vee[NI] \rightarrow M^\vee \rightarrow NI \rightarrow M^\vee/NI \rightarrow 0 \]
we see that
\[ \#M^\vee/NI = \#M^\vee[NI] = \#(M/NI)^\vee = \#(M/NI) \]
and hence $\#(NI \cdot M^\vee) = \#(NI \cdot M)$. Our goal is therefore to prove that
\[ \#(NI \cdot M) = \mathcal{O}/L'_I. \] (68)

Next note that if $N = \Cl^\Sigma(H_{I,\psi})_R$, then Lemma 5.3 and (67) imply that
\[ \#N = \#\mathcal{O}/L'_I. \] (69)

In view of (68) and (69), it suffices to prove that the canonical map $N \rightarrow M^I$ given by extension of ideals is an injection that identifies $N$ with $NI \cdot M$.

For the injectivity one applies the snake lemma to the commutative diagram
\[ 0 \rightarrow (H_{I,\psi,\Sigma})_*^R \rightarrow I_{\Sigma'}(H_{\psi})_R \rightarrow N \rightarrow 0 \]
\[ \downarrow \quad \text{extension of ideals} \]
\[ 0 \rightarrow (H^I_{\psi,\Sigma})_R \rightarrow I_{\Sigma'}(H_{\psi})_R \rightarrow M^I \rightarrow 0 \]
(Note that the 0 on the bottom right comes from Hilbert’s Theorem 90, though it is not necessary here.) The left vertical arrow is an isomorphism by Galois theory, and the middle vertical arrow is clearly an injection. It follows that $N \rightarrow M^I$ is injective.
To conclude we must show that the norm map $M \to N$ is surjective. This follows crucially because we are working on the minus side. There is a commutative diagram

$$
\begin{array}{ccc}
(C_{H^0})_R & \longrightarrow & M \\
\downarrow & & \downarrow \\
(C_{H^1})_R & \longrightarrow & N
\end{array}
$$

where $C_H = A_H^*/H^*$ is the idèle class group of $H$. It suffices to show that the left vertical map (which is given by norm) is surjective. Noting that $(C_{H^1})_R = (C_{H^0})_R$ by Hilbert’s Theorem 90, this surjectivity is equivalent to the statement

$$\hat{H}^0(I, (C_{H^0})_R) = 0$$

in Tate cohomology. The calculation of the Tate cohomology of idèle class groups is a fundamental result in Class Field Theory (see [7, Chapter VII, pg. 197]); one has $\hat{H}^0(I, C_H) \cong I$ with $G$ acting trivially. The projection to the $R$ component is therefore trivial, as complex conjugation acts as $-1$ on $R$. The desired result $\hat{H}^0(I, (C_{H^0})_R) = 0$ follows, completing the proof.

We can now apply an analytic argument similar to §5.1 to conclude this case.

**Lemma 5.7.** Let $R_I = R/NI$. We have $\text{Fitt}_{R_I}(\text{Sel}^\Sigma (H^0)_{R_I}) = (\Theta^\#_{\Sigma^0})$.

**Proof.** Projecting (50) from $R$ to $R_I$ we obtain an inclusion

$$\text{Fitt}_{R_I}(\text{Sel}^\Sigma (H^0)_{R_I}) \subset (\Theta^\#_{\Sigma^0}).$$

Note that by Corollary 2.3 the ring $R_I$ is a character-group ring and hence we may apply Lemmas 2.4 and 2.5. If we write $\text{Fitt}_{R_I}(\text{Sel}^\Sigma (H^0)_{R_I}) = (x \cdot \Theta^\#_{\Sigma^0})$ for some $x \in R_I$, then these lemmas imply that

$$\# \text{Sel}^\Sigma (H^0)_{R_I} = \# \mathcal{O}/ \prod_{\alpha(I) \neq 1, \alpha|_{C^0} = \chi} \alpha(x)L_{\Sigma, \Sigma^0}(H^0/F, \alpha, 0).$$

Combining this equality with Lemmas 5.5 and 5.6 we find that

$$\prod_{\alpha(I) \neq 1, \alpha|_{C^0} = \chi} \alpha(x) \in \mathcal{O}^*,$$

and therefore each $\alpha(x) \in \mathcal{O}^*$. This implies $x \in R_I^*$ as desired.

Projecting the equality of Lemma 5.7 to $\mathcal{O}_0$, we obtain (58). We have now completed the proof of Theorem 5.1.
Remark 5.8. The remainder of the paper is dedicated to proving the desired inclusion

\[ \text{Fitt}_R(\text{Sel}_\Sigma^\Sigma(H)_R) \subset (\Theta_{\Sigma, \Sigma'}^\#). \]

We assume from here on that the image of \( \Theta_{\Sigma, \Sigma'}^\# \) in \( R \) lies in the maximal ideal \( m_R \). Otherwise, it is a unit in \( R \) and the desired inclusion holds trivially.

6 The module \( \nabla \) and its key properties

The module that appears in our constructions with Hilbert modular forms is not the Selmer module \( \text{Sel}_\Sigma^\Sigma(H) \) but a certain canonical transpose in the sense of Jannsen [24]. In this section we state the salient properties of this module, denoted \( \nabla_{\Sigma}^{\Sigma'}(H) \). The actual construction of \( \nabla_{\Sigma}^{\Sigma'}(H) \) and details of the proofs are relegated to the appendix.

Let \( \Sigma, \Sigma' \) denote disjoint finite sets of places of \( F \) such that \( \Sigma \supset S_\infty \). Following Ritter–Weiss [39], we will define a \( \mathbb{Z}[G] \)-module \( \nabla_{\Sigma}^{\Sigma'}(H) \) satisfying the following properties.

(P1) There is a short exact sequence of \( \mathbb{Z}[G] \)-modules

\[ 0 \rightarrow \text{Cl}_{\Sigma}^{\Sigma'}(H) \rightarrow \nabla_{\Sigma}^{\Sigma'} \rightarrow X_{H, \Sigma} \rightarrow 0. \] (70)

(P2) After tensoring with \( \mathbb{Z}[\frac{1}{2}] \) and passing to minus parts, the extension class associated to

\[ 0 \rightarrow \text{Cl}_{\Sigma}^{\Sigma'}(H)^- \rightarrow \nabla_{\Sigma}^{\Sigma'}^- \rightarrow X_{H, \Sigma}^- \rightarrow 0 \] (71)

in

\[ \text{Ext}^{1}_{\mathbb{Z}[G]^-, (X_{H, \Sigma}^-, \text{Cl}_{\Sigma}^{\Sigma'}(H)^-)} \cong \bigoplus_{v \in \Sigma} H^{1}(G_v, \text{Cl}_{\Sigma}^{\Sigma'}(H)^-) \] (72)

is equal to a certain tuple of canonical Galois cohomology classes \( (\lambda_v)_{v \in \Sigma} \) defined below using class field theory (the isomorphism (72) is explained in (81) below).

To obtain further desired properties of \( \nabla_{\Sigma}^{\Sigma'} \), we must impose two additional assumptions:

(A1) \( \Sigma \cup \Sigma' \supset S_{\text{ram}} \).

(A2) For every \( v \in \Sigma' \) ramified in \( H \), the decomposition group \( G_v \subset G \) has prime-to-\( \ell \) order, where \( \ell \) is the residue characteristic of \( v \).

Under the assumptions (A1) and (A2), we have:

(P3) The \( \mathbb{Z}[G] \)-module \( \nabla_{\Sigma}^{\Sigma'} \) has a canonical transpose \( (\nabla_{\Sigma}^{\Sigma'})^{\text{tr}} \) that is isomorphic to the Selmer module \( \text{Sel}_\Sigma^\Sigma(H) \) defined in [3.1]
(P4) The \( Z[G] \)-module \( \nabla_{\Sigma}^{\psi} \) is locally quadratically presented. This means that there is an exact sequence

\[
P_0 \to P_1 \to \nabla_{\Sigma}^{\psi} \to 0
\]

with \( P_0, P_1 \) projective \( Z[G] \)-modules of the same constant finite rank.

While most of the content of our construction is contained in the work of Ritter–Weiss [39] and Burns–Kurihara–Sano [4], the construction of our precise module \( \nabla_{\Sigma}^{\psi} \) satisfying properties (P1)–(P4) does not seem to be present in the literature. For instance, Ritter and Weiss do not consider the “smoothing” set \( \Sigma' \). As a result they obtain an exact sequence (73) where \( P_1 \) is projective, but \( P_0 \) is only cohomologically trivial. Furthermore, they do not consider properties (P2) and (P3) in the form that we need. Meanwhile Burns–Kurihara–Sano define a Selmer module \( \text{Sel}_{\Sigma}^{\psi}(H)^{tr} \) satisfying properties (P1) and (P3) however (P4) is proved only in the case \( \Sigma \supset \mathcal{S}_{\text{ram}} \), and property (P2) is not considered. Our construction is closely related to that of Nickel in [32, §2.3].

For these reasons, we describe the construction of \( \nabla_{\Sigma}^{\psi} \) and the proof of properties (P1)–(P4) in detail. This construction, which draws heavily from [39], is described in the appendix and may be of independent interest beyond our applications in this paper. In the remainder of this section we elaborate on the statement of properties (P2)–(P4) and discuss the application of these constructions to our results.

**Remark 6.1.** We have not explored whether property (P3) holds without the assumptions (A1) and (A2). However, property (P4) definitely does not hold in general; some assumptions are required.

### 6.1 Application

Let us apply these considerations to our setting. Let \( p \) be an odd prime, write \( G = \text{Gal}(H/F) = G_p \times G' \), and let \( \chi \) be a faithful odd character of \( G' \). Let \( R = \mathcal{O}[G_p]_{\chi} \) be the component of \( \mathcal{O}[G] \) corresponding to \( \chi \). Recall the sets \( \Sigma \) and \( \Sigma' \) defined in (47)–(49).

While these satisfy the assumption (A1), they do not necessarily satisfy (A2). In view of this, we define

\[
\Sigma_{\chi} = \Sigma \cup \{v \in \mathcal{S}_{\text{ram}}: v \nmid p \text{ and } \chi(G'_v) \neq 1\}
\]

\[
\Sigma'_{\chi} = T \cup \{v \in \mathcal{S}_{\text{ram}}: v \nmid p \text{ and } \chi(G'_v) = 1\}.
\]

In other words, starting from \((\Sigma, \Sigma')\), we transfer the ramified finite primes \( v \nmid p \) such that \( \chi(G'_v) \neq 1 \) from the smoothing set to the depletion set. By definition, \( \Sigma_{\chi}, \Sigma'_{\chi} \) are finite disjoint places of \( F \), \( \Sigma_{\chi} \supset \mathcal{S}_{\infty} \), and condition (A1) holds: \( \Sigma_{\chi} \cup \Sigma'_{\chi} \supset \mathcal{S}_{\text{ram}} \). We claim that \((\Sigma_{\chi}, \Sigma'_{\chi})\) satisfy the assumption (A2). Indeed, if \( v \in \Sigma'_{\chi} \) is ramified, then by definition we have \( v \nmid p \) and \( \chi(G'_v) = 1 \). But \( \chi \) is faithful so \( G'_v = 1 \), which implies that \( G_v \) is a \( p \)-group. Since \( v \nmid p \), the assumption (A2) holds. By property (P4) we have that \( \nabla_{\Sigma'_{\chi}}^{\psi}(H)_R \) is a quadratically presented \( R \)-module.
Lemma 6.2. We have an isomorphism \( \nabla^\Sigma_H R \cong \nabla^{\Sigma,\chi}_R \). In particular \( \nabla^\Sigma_H R \) is quadratically presented over \( R \).

Proof. The construction of \( \nabla \) in the appendix yields a map \( \nabla^\Sigma_H \rightarrow \nabla^{\Sigma,\chi}_R \) sitting in a commutative diagram

\[
\begin{array}{cccccc}
0 & \rightarrow & \text{Cl}^\Sigma_H & \rightarrow & \nabla^\Sigma_H & \rightarrow & X_{H,\Sigma} & \rightarrow & 0 \\
& | & \downarrow & & \downarrow & & \downarrow & & \\
0 & \rightarrow & \text{Cl}^{\Sigma,\chi}_R & \rightarrow & \nabla^{\Sigma,\chi}_R & \rightarrow & X_{H,\Sigma,\chi} & \rightarrow & 0.
\end{array}
\]

(74)

Tensoring with \( R \) and applying the snake lemma we obtain

\[
0 \rightarrow K R \rightarrow \nabla^\Sigma_H R \rightarrow \nabla^{\Sigma,\chi}_R R \rightarrow (Y_{H,\Sigma,\chi}) R \rightarrow 0,
\]

where \( K \) is the kernel of \( \text{Cl}^\Sigma_H \rightarrow \text{Cl}^{\Sigma,\chi}_R \). Now, for \( v \in \Sigma,\chi - \Sigma \) the module

\[
(Y_{H,\chi} v) R \cong R / \Delta G_v
\]

vanishes (here \( \Delta G_v \) is the augmentation ideal of \( G_v \)). This is because we can choose \( \sigma \in G_v \) such that \( \chi(\sigma) \neq 1 \), and \( (\sigma - 1) \) acts as zero on \( R / \Delta G_v \) while having image \( \chi(\sigma) - 1 \) that is a unit in \( R \). Therefore \( (Y_{H,\Sigma,\chi,\chi}) R = 0 \). To show that \( K R = 0 \), we will show that the canonical surjective maps

\[
\begin{array}{ccc}
\text{Cl}^\Sigma_H_R & \longrightarrow & \text{Cl}^\Sigma_H R_R \\
& | & \downarrow & \\
& & \text{Cl}^{\Sigma,\chi}_R R_R
\end{array}
\]

(75)

are isomorphisms. The kernel of the first map is the subgroup of \( \text{Cl}^\Sigma_H R \) generated by the primes \( w \) of \( H \) above the elements \( v \in \Sigma,\chi - \Sigma \). But any element \( \sigma \in G_v \) fixes \( w \), so choosing \( \sigma \in G_v \) such that \( \chi(\sigma) \neq 1 \), we see that \( \sigma - 1 \) annihilates \( w \) but has image in \( R \) that is a unit. It follows that this kernel vanishes. The vanishing of the kernel of the second map in (75) is similar. This kernel is a quotient of

\[
\left[ \prod_{v \in \Sigma,\chi} \prod_{w | v} (O_H-w^*) \right]_R.
\]

(76)

To show that the space in (76) vanishes, we consider two cases for each \( v \in \Sigma,\chi - \Sigma \). First suppose \( Nv \equiv 1 \) (mod \( p \)). Let \( \sigma \in G_v \) such that \( \chi(\sigma) \neq 1 \). The element \( \sigma \) acts on \( \prod_{w | v} (O_H-w^*) \) as \( u \mapsto u^{N^m} \) for some integer \( m \) and hence \( s = \sigma - N \equiv m \) annihilates this module. However, since \( \chi(\sigma) \neq 1 \) and \( Nv \equiv 1 \) (mod \( p \)), the element \( s \) has image in \( R \) that is a unit. It follows that

\[
\left[ \prod_{w | v} (O_H-w^*) \right]_R = 0.
\]
Next suppose that $Nv \not\equiv 1 \pmod{p}$. Then $v$ is unramified in $H_p$ (the fixed field of $G'$) since $G_p = \text{Gal}(H_p/F)$ is a $p$-group and $v \nmid p$. Therefore $I_v$, the inertia group at $v$, is contained in $G'_v$. Furthermore we are assuming that $v$ is ramified in $H$ and $\chi$ is faithful on $G'_v$, so we must have $\chi(\sigma) \neq 1$ for some $\sigma \in I_v$. We can then proceed as above: the element $s = \sigma - 1$ acts trivially on $\prod_{w|v}(\mathcal{O}_H/w)^*$, but has unit image in $R$. This concludes the proof that the two maps in (75) are isomorphisms, which in turn implies that $\nabla^\Sigma_R (H)_R \to \nabla^\Sigma_R (H)_R$ is an isomorphism. Since the latter $R$-module is quadratically presented, the former is as well. \hfill \Box

**Lemma 6.3.** We have $\text{Sel}^\Sigma_R (H)_R \cong \text{Sel}^\Sigma_R (H)_R$.

**Proof.** Connect the sequences of Lemma 3.1 for $(\Sigma, \Sigma')$ and $(\Sigma_\chi, \Sigma'_\chi)$, apply the snake lemma, and project to the $R$-component. We obtain

$$0 \to (Y_{H, \Sigma_\chi - \Sigma})_R \to \text{Sel}^\Sigma_{\Sigma_\chi}(H)_R \to \text{Sel}^\Sigma_R (H)_R \to \left[ \prod_{v \in \Sigma' - \Sigma_\chi} \prod_{w|v}(\mathcal{O}_H/w)^* \right]_R \to 0. \quad (77)$$

We proved in the previous lemma that the flanking terms of (77) vanish. \hfill \Box

### 6.2 Transpose of $\nabla$

In this section we describe property (P3). For any $\mathbb{Z}[G]$-module $M$, we endow the dual $M^* := \text{Hom}_{\mathbb{Z}[G]}(M, \mathbb{Z}[G])$ with the contragradient action

$$(r \cdot \varphi)(x) := \varphi(r^\# \cdot x), \quad \text{for } r \in \mathbb{Z}[G], \varphi \in M^*, x \in M. \quad (78)$$

Suppose that $M$ has a presentation by projective $\mathbb{Z}[G]$-modules of finite rank

$$P_0 \to P_1 \to M \to 0. \quad (79)$$

Then each of the modules $P_i^*$ is also projective, and following Jannsen \cite{Jannsen} we call the cokernel of the induced map $P_1^* \to P_0^*$ a transpose of the module $M$. Transpose is only well-defined up to homotopy: if $M'$ and $M''$ are transposes of $M$ arising from different presentations, then there exist projective modules $P$ and $Q$ such that $M' \oplus P \cong M'' \oplus Q$.

Let $R = R_\Psi$ be a character group ring associated to a set $\Psi \subset \hat{G}$. We define $R^\# = R_{\Psi^\#}$, where $\Psi^\# = \{ \psi^{-1} : \psi \in \Psi \}$. The involution $\#$ on $\mathcal{O}[G]$ induces mutually inverse $\mathcal{O}$-algebra maps $\#: R \to R^\#, R^\# \to R$. If $M$ is an $R$-module, it is then natural to view $M^\#$ as an $R^\#$-module via the rule (78). The transpose of $M$ with respect to a projective presentation (79) also naturally has the structure of an $R^\#$-module.

**Lemma 6.4.** Let $R$ be a character group ring and suppose that $M$ is a quadratically presented $R$-module. Let $M^{tr}$ be the transpose of $M$ associated with any quadratic presentation of $M$. Then $M^{tr}$ is quadratically presented and $\text{Fitt}_{R^\#}(M^{tr}) = \text{Fitt}_R(M^\#)$. 
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Proof. If \((a_{ij})\) is the square matrix representing a quadratic presentation of \(M\) over \(R\), then the matrix representing the corresponding quadratic presentation of \(M^\text{tr}\) over \(R^\#\) is \((a_{ji}^\#)\). The result follows.

**Corollary 6.5.** Let the notation be as in §6.1. The \(R\)-module \(\text{Sel}_{\Sigma}^\Sigma \chi (H)_{R}\) has a quadratic presentation. Its Fitting ideal over \(R\) is principal and satisfies

\[
\text{Fitt}_R(\text{Sel}_{\Sigma}^\Sigma \chi (H)_{R}) = \text{Fitt}_{R^\#}(\nabla_{\Sigma}^\Sigma \chi (H)_{R^\#})^\#.
\]

Proof. With the notation of §6.1, we have that \((\Sigma \chi, \Sigma' \chi)\) satisfy the assumptions (A1) and (A2). Hence properties (P3) and (P4) above, proven in §A.4 and §A.5 respectively, imply that \(\nabla_{\Sigma \chi}^\Sigma \chi (H)\) is locally quadratically presented and that it has a canonical transpose satisfying

\[
\nabla_{\Sigma \chi}^\Sigma \chi (H)^\text{tr} \cong \text{Sel}_{\Sigma \chi}^\Sigma \chi (H).
\]

Lemma 6.4 therefore implies that \(\text{Sel}_{\Sigma \chi}^\Sigma \chi (H)_{R}\) is quadratically presented over \(R\) and that

\[
\text{Fitt}_R(\text{Sel}_{\Sigma \chi}^\Sigma \chi (H)_{R}) = \text{Fitt}_{R^\#}(\nabla_{\Sigma \chi}^\Sigma \chi (H)_{R^\#})^\#.
\]

The isomorphisms in Lemma 6.2 and Lemma 6.3 give the desired result.

Note that Corollary 6.5 was proved in [4, Lemma 2.8] in the case that \(\Sigma\) contains the set \(S_{\text{ram}}\) of all primes of \(F\) ramified in \(H\).

### 6.3 Extension class via Galois cohomology

In this section we describe property (P2). This is a description of the module \(\nabla_{\Sigma}^\Sigma \chi (H)\), when projected to the minus side, in terms of a certain canonical Galois cohomology class arising from class field theory. For the remainder of this section we therefore work over \(\mathbb{Z}_{\frac{1}{2}}\). Let \(M = \text{Cl}_{\Sigma}^\Sigma \chi (H)^-\), and let \(L/H\) denote the abelian extension corresponding via class field theory to the group \(M\). This is the maximal abelian extension of \(H\) of odd degree that is unramified outside places in \(\Sigma'_{\text{H}}\) and at most tamely ramified at \(\Sigma'_{\text{H}}\), such that the primes in \(\Sigma_{\text{H}}\) split completely, and such that the conjugation action of complex conjugation on \(\text{Gal}(L/H)\) is inversion. The extension \(L/F\) is Galois, as can be seen from this description since the action of any \(\sigma \in G_F\) sends \(L\) to another field with these properties. The lemma below shows that the short exact sequence of groups

\[
1 \rightarrow M \rightarrow \text{Gal}(L/F) \rightarrow G \rightarrow 1
\]

splits (i.e. is a semi-direct product). For this, it is crucial that we are working on the minus side.
Lemma 6.6. Let $N$ be any $\mathbb{Z}[G]^{-}$-module, e.g. the module $M$ above. The restriction map

$$\text{res}_{G_H}^{G_F}: H^1(G_F, N) \to H^1(G_H, N)^G$$

is an isomorphism.

Proof. The terms preceding and following the restriction map $\text{res}_{G_F}^{G_H}$ in the inflation-restriction sequence are $H^i(G, N)$ for $i = 1, 2$. Yet $H^i(G, N) = 0$ for all $i$. To see this vanishing, note that the action of any $g \in G$ gives a $G$-module map $N \to N$ that induces the identity on cohomology (see [7, Proposition 3, pg. 99]); but complex conjugation acts on $N$ as multiplication by $-1$. Since 2 has been inverted, this implies that $H^i(G, N) = 0$ as claimed. □

Let

$$\text{rec}_{L/H}: M \xrightarrow{\sim} \text{Gal}(L/H)$$

denote the Artin reciprocity isomorphism. Lemma 6.6 implies that there is a unique cohomology class

$$\lambda \in H^1(G_F, M)$$

whose restriction to $H^1(G_H, M) = \text{Hom}_{\text{cont}}(G_H, M)$ is equal to the canonical homomorphism

$$\varpi: G_H \longrightarrow \text{Gal}(L/H) \longrightarrow \text{rec}_{L/H}^{-1} M.$$

An explicit formula for a cocycle representing $\lambda$ is given in §A.3.

Let $v \in \Sigma$ and denote by $G_{F,v} \subset G_F$ the decomposition group of $v$ associated to some embedding $\overline{F} \subset \overline{F_v}$. The restriction of $\lambda$ to $G_{H,v} = G_{F,v} \cap G_H$ is the restriction of $\varpi$ to a decomposition group of a prime of $H$ above $v$, and hence trivial by the definition of $M$. It follows from the inflation-restriction sequence that $\text{res}_{G_{F,v}}^{G_F} \lambda$ is the inflation of a unique class

$$\lambda_v \in H^1(G_v, M).$$

(80)

Next we note that

$$X^-_{H,\Sigma} \cong Y^-_{H,\Sigma} = \bigoplus_{v \in \Sigma} (\text{Ind}_{G_v}^G \mathbb{Z})^-.$$ 

Therefore

$$\text{Ext}_{\mathbb{Z}[G]}^1(X^-_{H,\Sigma}, M) \cong \bigoplus_{v \in \Sigma} \text{Ext}_{\mathbb{Z}[G]}^1((\text{Ind}_{G_v}^G \mathbb{Z})^-, M)$$

$$\cong \bigoplus_{v \in \Sigma} \text{Ext}_{\mathbb{Z}[1/2][G_v]}^1(\mathbb{Z}_{1/2}^1, M)$$

$$\cong \bigoplus_{v \in \Sigma} H^1(G_v, M).$$

(81)

Let us make explicit how one associates a class in $H^1(G_v, M)$ to the extension $\nabla_{\Sigma v}^{-}$ using the chain of isomorphisms (81). Let $w \in \Sigma_H$ lie over the place $v \in \Sigma$, and consider the
element $(w - \overline{w}) \in X_{H, \Sigma}$, where $\overline{w}$ denotes the image of $w$ under complex conjugation. Let $x$ denote a lift of this element to $\nabla_{\Sigma}'$ under the surjection given by (71). For any $g \in G_v$ we define

$$\gamma_v(g) = gx - x \in M.$$  \hfill (82)

This defines a cocycle representing a class in $H^1(G_v, M)$ that does not depend on the choice of $x$. The tuple $(\gamma_v)_{v \in \Sigma}$ is associated to $\nabla_{\Sigma}'$ under (81).

In §A.3 we prove the following characterization of the Selmer module $\nabla_{\Sigma}'(H)^-$.

**Lemma 6.7.** Under the isomorphism $[81]$, the extension class in $\text{Ext}^1_{G_v}(X_{H, \Sigma}, M)$ determined by $\nabla_{\Sigma}'(H)^-$ corresponding to the minus part of the exact sequence (70) is equal to the tuple of canonical classes $(\lambda_v)_{v \in \Sigma}$ defined in (80).

### 7 Group ring valued Hilbert Modular Forms

In the remainder of the paper, we will use Ribet’s method in the context of group ring valued Hilbert modular forms to prove the inclusion

$$\text{Fitt}_R(\text{Sel}_{\Sigma}'(H)_R) \subset (\Theta^#), \quad \Theta = \Theta_{\Sigma, \Sigma'},$$

from which all of our main theorems were deduced. Here $R = \mathcal{O}[G_p]_\chi$ is the component of $\mathcal{O}[G]$ corresponding to the totally odd character $\chi$.

#### 7.1 Replacing $R$ by its trivial zero free quotient

In our constructions it will be convenient if $\Theta^#$ is a non-zero divisor in $R$. In the present context, this may not be the case. Indeed, if there is a character $\psi$ of $G$ belonging to $\chi$ and an element $v \in \Sigma$ such that $\psi(v) = 1$, then the associated $L$-function has a trivial zero: $L_{\Sigma, \Sigma'}(\psi, 0) = 0$. To deal with this, we will replace the component $\mathcal{O}[G_p]_\chi$ with its quotient $R_{\Psi}$, the character group ring corresponding to characters $\psi$ without a trivial zero:

$$\Psi = \{\psi \in \hat{G}: \psi|_{G'} = \chi, \psi(v) \neq 1 \text{ for all } v \in \Sigma\}.$$ 

We show it suffices to consider this quotient.

**Lemma 7.1.** Let $R = \mathcal{O}[G_p]_\chi$, and let $R_{\Psi}$ be the character group ring quotient of $R$ associated to the set $\Psi$ above. Suppose that

$$\text{Fitt}_{R_{\Psi}}(\text{Sel}_{\Sigma}'(H)_{R_{\Psi}}) \subset (\Theta^#).$$

Then

$$\text{Fitt}_R(\text{Sel}_{\Sigma}'(H)_R) \subset (\Theta^#).$$  \hfill (84)
Proof. Let $R_{\Psi'}$ be the character group ring quotient of $R$ associated to the set of characters with trivial zeroes:

$$\Psi' = \{ \psi \in \hat{G} : \psi|_{G'} = \chi, \psi(v) = 1 \text{ for some } v \in \Sigma \}.$$  

There is a canonical injection

$$\iota : R \to R_{\Psi} \times R_{\Psi'},$$

denoted $\iota(x) = (\iota_1(x), \iota_2(x))$.

By Corollary 6.5, we can write $\text{Fitt}_R(\text{Sel}_{\Sigma}^{\Psi'}(H)_R) = (x)$ for some $x \in R$. By Lemma 3.2 we have

$$\iota_2(x) = 0 = \iota_2(\Theta^\#).$$

The given inclusion (83) implies that there exists $y \in R_\Psi$ such that $\iota_1(x) = y \cdot \iota_1(\Theta^\#)$. Let $\tilde{y}$ be any lift of $y$ to $R$. We then have that $x - \tilde{y} \cdot \Theta^\#$ vanishes under both $\iota_1$ and $\iota_2$. It follows that $x = \tilde{y} \cdot \Theta^\#$, giving the desired result (84). \qed

For the rest of the paper, we will work with the “trivial zero free character group ring quotient” $R_{\Psi}$ of the component $O[G_{p,\chi}]$. For notational simplicity, we will simply write $R$ for this ring $R_{\Psi}$. The image of $\Theta^\#$ is a non-zerodivisor in $R$.

### 7.2 Definitions and notations on Hilbert modular forms

We follow the definitions of Shimura [42] for the space of classical Hilbert modular forms over the totally real field $F$ (see also [12, §2.1]). Here we recall certain aspects of this definition and set up notation.

#### 7.2.1 Hilbert modular forms

Let $\mathcal{H}$ denote the complex upper half plane endowed with the usual action of $\text{GL}_2^+(\mathbb{R})$ via linear fractional transformations, where $\text{GL}_2^+$ denotes the group of matrices with positive determinant. We fix an ordering of the $n$ embeddings $F \hookrightarrow \mathbb{R}$, which yields an embedding of $\text{GL}_2^+(F) \hookrightarrow \text{GL}_2^+(\mathbb{R})^n$ and hence an action of $\text{GL}_2^+(F)$ on $\mathcal{H}^n$. Here $\text{GL}_2^+(F)$ denotes the group of matrices with totally positive determinant.

For each class $\lambda$ in the narrow class group $\text{Cl}^+(F)$, we choose a representative fractional ideal $t_\lambda$. Let $n \subset O_F$ be an ideal. Define

$$\Gamma_\lambda(n) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2^+(F) : a, d \in O_F, c \in t_\lambda \mathfrak{d} n, \right. \left. b \in (t_\lambda \mathfrak{d})^{-1}, ad - bc \in O_F^*, d \equiv 1 \pmod{n} \right\}.$$

Here $\mathfrak{d}$ denotes the different of $F$.

Let $k$ be a positive integer. We denote by $M_k(n)$ the space of Hilbert modular forms for $F$ of level $n$ and weight $k$. Each element $f \in M_k(n)$ is a tuple $f = (f_\lambda)_{\lambda \in \text{Cl}^+(F)}$ of holomorphic
functions \( f_\lambda : \mathcal{H}^n \to \mathbb{C} \) such that \( f_\lambda|_{\alpha,k} = f_\lambda \) for all \( \lambda \in \text{Cl}^+(F) \) and \( \alpha \in \Gamma_\lambda(n) \). Here the weight \( k \) slash action is defined in the usual way:

\[
 f_\lambda|_{\alpha,k}(z_1, \ldots, z_n) = N(\det(\alpha))^{k/2} \prod_{i=1}^{n} (c_iz_i + d_i)^{-k} f_\lambda \left( \frac{a_1z_1 + b_1}{c_1z_1 + d_1}, \ldots, \frac{a_nz_n + b_n}{c_nz_n + d_n} \right),
\]

where \( a_i \) denotes the image of \( a \) under the \( i \)th real embedding of \( F \) and similarly for \( b_i, c_i, d_i \).

### 7.2.2 Hecke Operators

The space \( M_k(n) \) is endowed with the action of a Hecke algebra generated by the following operators:

- \( T_q \) for \( q \nmid n \).
- \( U_q \) for \( q | n \).
- The “diamond operators” \( S(m) \) for each class \( m \in G_n^+ = \text{narrow ray class group of } F \) of conductor \( n \).

We refer to [42, §2] for the definition of these Hecke operators.

### 7.2.3 Cusps, \( q \)-expansions, and cusp forms

The set of cusps of \( \Gamma_\lambda(n) \) is by definition the finite set

\[
 \text{cusps}(\Gamma_\lambda(n)) = \Gamma_\lambda(n) \setminus \text{GL}_2^+(F) / \left\{ \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \in \text{GL}_2^+(F) \right\} \leftrightarrow \Gamma_\lambda(n) \setminus \mathbb{P}^1(F). \tag{85}
\]

The bijection in (85) is \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto (a : c) \). We define

\[
 \text{cusps}(n) = \bigsqcup_\lambda \text{cusps}(\Gamma_\lambda(n)). \tag{86}
\]

A pair \( \mathcal{A} = (A, \lambda) \) with \( A \in \text{GL}_2^+(F) \) and \( \lambda \in \text{Cl}^+(F) \) therefore gives rise to a cusp that we denote \([A] \in \text{cusps}(n)\), corresponding to the image of the matrix \( A \) in \( \text{cusps}(\Gamma_\lambda(n)) \) in the \( \lambda \)-component of the disjoint union \( \text{cusps}(n) \).

Given \( f = (f_\lambda) \in M_k(n) \) and a pair \( \mathcal{A} = (A, \lambda) \), the function \( f\lambda|_{A,k} \) has a Fourier expansion

\[
 f\lambda|_{A,k}(z) = a_\mathcal{A}(0) + \sum_{\substack{b \in a \\ b > 0 \atop b \in \mathcal{A}}} a_\mathcal{A}(b)e_F(bz), \tag{87}
\]

where \( a \) is a certain lattice in \( F \) depending on \( \mathcal{A} \), and

\[
 e_F(bz) = \exp(2\pi i (b_1z_1 + \cdots + b_nz_n)).
\]
Here $b_i$ is the image in $\mathbf{R}$ of $b$ under the $i$th real embedding of $F$.

We normalize these Fourier coefficients as follows. Write $A = (a \ b \ c \ d)$ and define the fractional ideal

$$b_A = aO_F + c(t_\lambda \delta)^{-1}.$$ Define

$$c_A(b, f) = a_A(b) \cdot (N t_\lambda)^{-k/2}(N b_A)^{-k}.$$ The subspace of cusp forms $S_k(n) \subset M_k(n)$ is the space of $f = (f_\lambda) \in M_k(n)$ such that $c_A(0, f) = 0$ for all pairs $A = (A, \lambda)$. Note that the definition of this subspace does not depend on the choice of ideal class representatives $t_\lambda$.

When $k$ is even, the normalized constant term $c_A(0, f)$ depends only on the cusp $[\mathcal{A}] \in$ cusps($n$) determined by $A$ (this motivates our normalizations). When $k$ is odd, this is almost true—it holds up to sign. In this case $c_A(0, f)$ is still invariant if $A$ is multiplied on the left by an element of $\Gamma_\lambda(n)$. But if $A' = (a \ b \ 0 \ d) \in \text{GL}_2^+(F)$ then

$$c_{(A A', \lambda)}(0, f) = \text{sgn}(\text{Norm}_{F/\mathbf{Q}}(a)) \cdot c_{(A, \lambda)}(0, f).$$

### 7.2.4 q-expansions

When $A = 1$ we write simply

$$c_\lambda(0, f) = a_{(1, \lambda)}(0) \cdot (N t_\lambda)^{-k/2}. \quad (88)$$ Furthermore in this case, the lattice $\mathfrak{a}$ appearing in (87) is the ideal $t_\lambda$. Any non-zero integral ideal $\mathfrak{m}$ may be written $\mathfrak{m} = (b)t_\lambda^{-1}$ with $b \in t_\lambda$ totally positive for a unique $\lambda \in \text{Cl}^+(F)$. We define the normalized Fourier coefficient

$$c(\mathfrak{m}, f) = a_{(1, \lambda)}(b)(N t_\lambda)^{-k/2}. \quad (89)$$ The collection of normalized Fourier coefficients $\{c_\lambda(0, f), c(\mathfrak{m}, f)\}$ is called the $q$-expansion of $f$ and determines the form $f$.

### 7.2.5 Cusps above infinity and zero

We recall some notation from [13]. Given a pair $\mathcal{A} = (A, \lambda)$ with $A = (a \ b \ c \ d)$, we define the integral ideal

$$c_\mathcal{A} = (c)(t_\lambda \delta b_\mathcal{A})^{-1} \subset O_F.$$ The ideal $c_\mathcal{A}$ depends only on the cusp $[\mathcal{A}]$ associated to $\mathcal{A}$. As intuition for this definition, consider the case $F = \mathbf{Q}$. If $\mathcal{A}$ represents the cusp $a/c \in \text{P}^1(\mathbf{Q})$ where $a$ and $c$ are relatively prime integers, then $c_\mathcal{A} \subset \mathbf{Z}$ is the ideal generated by $c$. 46
We denote by $C_\infty(n) \subset \text{cusps}(n)$ the set of cusps $[A]$ such that $n | c_A$ and more generally for $b | n$ we define

$$C_\infty(b, n) = \{[A] \in \text{cusps}(n) : b | c_A\}.$$

Similarly, we let $C_0(n)$ denote the set of cusps $[A] \in \text{cusps}(n)$ such that $\gcd(c_A, n) = 1$ and more generally for $b | n$ we define

$$C_\infty(b, n) = \{[A] \in \text{cusps}(n) : \gcd(b, c_A) = 1\}.$$

The sets $C_\infty(b, n)$ and $C_0(b, n)$ are stable under the action of the diamond operators $S(m)$.

These sets are enumerated in [13].

### 7.2.6 Forms with Nebentypus

Recall that $G^+_n$ denotes the narrow ray class group of $F$ attached to the conductor $n$. Write $h^+_n = \#G^+_n$. Let $\psi$ denote a character $G^+_n \to \mathbb{C}^*$ whose associated sign is congruent to $(k, k, \ldots, k)$ in $(\mathbb{Z}/2\mathbb{Z})^n$, i.e. such that if $\alpha \in \mathcal{O}_F$ with $\alpha \equiv 1 \pmod{n}$, we have

$$\psi((\alpha)) = \text{sgn}(\text{Norm}_{F/\mathbb{Q}}(\alpha))^k.$$

A form $f \in M_k(n)$ is said to have nebentypus $\psi$ if

$$f|_{S(a)} = \psi(a)f$$

for all $a \in G^+_n$. The space of forms with nebentypus $\psi$ is denoted $M_k(n, \psi)$, and we let $S_k(n, \psi) = M_k(n, \psi) \cap S_k(n)$. We have decompositions

$$M_k(n) = \bigoplus_{\psi} M_k(n, \psi), \quad S_k(n) = \bigoplus_{\psi} S_k(n, \psi).$$

### 7.2.7 Raising the level

For a Hilbert modular form $f \in M_k(n)$ and an integral ideal $q$ of $F$, there is a form

$$f|_q \in M_k(nq)$$

characterized by the fact that for nonzero integral ideals $a$ we have

$$c(a, f|_q) = \begin{cases} c(a/q, f) & \text{if } q | a \\ 0 & \text{if } q \nmid a \end{cases}$$

and

$$c_\lambda(0, f|_q) = c_\lambda(0, f)$$

for all $\lambda \in \text{Cl}^+(F)$. For the construction of $f|_q$ see [42, Prop 2.3].
7.2.8 Forms over a ring \( R \)

For any subfield \( K \subset C \), define \( M_k(n, K) \) to be the \( K \)-vector subspace of \( M_k(n) \) consisting of modular forms whose \( q \)-expansions coefficients \([88]\) and \([89]\) lie in \( K \). A fundamental result of Shimura \([41]\) Theorem 7] states

\[
M_k(n, K) = M_k(n, \mathbb{Q}) \otimes_{\mathbb{Q}} K. \tag{91}
\]

We define \( M_k(n, K) \) by \([91]\) more generally if \( K \) is any finite product of fields of characteristic 0. Let \( R \) be a Noetherian reduced ring whose total ring of fractions \( K = \text{Frac}(R) \) is a finite product of fields of characteristic 0. We define \( M_k(n, R) \) to be the \( R \)-submodule of \( M_k(n, K) \) consisting of forms with all \( q \)-expansion coefficients \([88]\) and \([89]\) lying in \( R \). This definition in particular applies to the trivial zero free character group ring quotient \( R = R_{\psi} \) of the component \( \mathcal{O}[G_p]_{\chi} \) discussed in \([7.1]\).

These definitions generalize in the obvious way to define \( S_k(n, K) \) and \( S_k(n, R) \).

7.2.9 Group ring valued Hilbert modular forms

Let \( R = R_{\psi} \) as in \([7.1]\). If the extension \( H/F \) has conductor dividing \( n \), then \( G = \text{Gal}(H/F) \) is canonically a quotient of the narrow ray class group \( G_n^+ \). We define

\[
\psi : G_n^+ \to G \to R
\]

to be the canonical character. Each \( \psi \in \Psi \) induces a ring homomorphism \( \psi : R \to \mathcal{O} \). If \( f \in M_k(n, R) \), then applying \( \psi \) to the Fourier coefficients of \( f \) yields the Fourier coefficients of a unique form \( \psi(f) \in M_k(n, \mathcal{O}) \). Following Wiles \([50]\), we define \( M_k(n, R, \psi) \) to be the space of \( f \in M_k(n, R) \) such that for each \( \psi \in \Psi \), we have

\[
\psi(f) \in M_k(n, \mathcal{O}, \psi).
\]

The Hecke operators \( T_q \) for \( q \nmid n \), \( U_q \) for \( q \mid n \), and \( S(m) \) for \( (m, n) = 1 \) preserve the space \( M_k(n, R, \psi) \). To see this, note first that \( S(m) \) acts by \( \psi(m) \in R^* \). For \( q \nmid n \), we have the formulas:

\[
c(m, f|T_q) = \sum_{a|\langle m, q \rangle} \psi(a)Na^{k-1}c(mn/a^2, f), \tag{92}
\]

\[
c_{\lambda}(0, f|T_q) = c_{\lambda q^{-1}}(0, f) + \psi(q)Nq^{k-1}c_{\lambda q}(0, f),
\]

which show that \( T_q \) preserves \( M_k(n, R, \psi) \). In fact the same formulas hold for \( U_q \) when \( q \mid n \) with the convention that \( \psi(q) = 0 \), implying that \( U_q \) preserves \( M_k(n, R, \psi) \) as well.

**Remark 7.2.** A group ring valued modular form \( f \) over \( R = R_{\psi} \) can be viewed as the family of modular forms \( \{ \psi(f) \} \) indexed by the characters \( \psi \in \Psi \). The fact that the Fourier coefficients of \( f \) lie in \( R \), rather than just \( K = \text{Frac}(R) \), implies that the forms \( \psi(f) \) satisfy certain \( p \)-adic congruences.

We define \( S_k(n, R, \psi) = S_k(n, R) \cap M_k(n, R, \psi) \).
7.2.10 Ordinary forms

The ring \( R = R_\psi \) is a complete local \( \mathbb{Z}_p \)-algebra. Let \( \mathfrak{P} = \gcd(p^\infty, n) \) denote the \( p \)-part of \( n \). Let \( p \mid \mathfrak{P} \). Following Hida, we define the ordinary operators

\[
\epsilon^\text{ord}_p = \lim_{n \to \infty} U_p^n, \quad \epsilon^\text{ord}_\mathfrak{P} = \prod_{p \mid \mathfrak{P}} \epsilon_p.
\]

For any character \( \psi: G_n^+ \to R^* \) we have the spaces of \( p \)-ordinary forms:

\[
M_k(n, R, \psi)_{\mathfrak{P}^\text{ord}} = \epsilon^\text{ord}_\mathfrak{P} M_k(n, R, \psi), \quad S_k(n, R, \psi)_{\mathfrak{P}^\text{ord}} = \epsilon^\text{ord}_\mathfrak{P} S_k(n, R, \psi).
\]

By construction, the operator \( U_p \) acts invertibly on the space of \( p \)-ordinary modular forms for each \( p \mid \mathfrak{P} \).

7.3 Eisenstein series

Let \( k \geq 1 \) be an odd integer and let \( \psi: G \to \mathcal{O}^* \) be a totally odd character. Let \( S \) be a finite set of places of \( F \). We denote by \( \psi_S \) the character \( \psi \) viewed as having modulus divisible by all finite primes in \( S \), i.e. \( \psi(a) = 0 \) if \( a \) is divisible by a prime in \( S \). If \( n \) is the product of \( \text{cond}(\psi) \) and the primes in \( S \) not dividing \( \text{cond}(\psi) \), then there is an “\( S \)-stabilized” Eisenstein series \( E_k(\psi_S, 1) \in M_k(n, \mathcal{O}, \psi) \) with Fourier coefficients given by

\[
c(m, E_k(\psi_S, 1)) = \sum_{r \mid m} \psi_S \left( \frac{m}{r} \right) N r^{k-1}.
\]

If \( k > 1 \) and \( n \neq 1 \), we have \( c_\lambda(0, E_k(\psi_S, 1)) = 0 \). If \( k > 1 \) and \( n = 1 \), we have

\[
c_\lambda(0, E_k(\psi_S, 1)) = \frac{1}{2^n} \psi^{-1}(\lambda) L(\psi^{-1}, 1 - k).
\]

If \( k = 1 \), then

\[
c_\lambda(0, E_1(\psi_S, 1)) = 2^{-n} \begin{cases} L(\psi_S, 0) & \text{if } n \neq 1, \\ L(\psi, 0) + \psi^{-1}(\lambda) L(\psi^{-1}, 0) & \text{if } n = 1. \end{cases}
\]

These Eisenstein series are eigenvectors for the Hecke operators with eigenvalues given by the corresponding Fourier coefficients, i.e.

- \( T_l \) acts as \( \psi(l) + N l^{k-1} \) for \( l \nmid n \)
- \( U_l \) acts as \( N l^{k-1} \) for \( l \mid n \).

These Eisenstein series nearly fit into group ring families: the non-constant coefficients belong to the group ring but the constant terms only lie in the fraction field. Let \( R \) denote a character group ring associated to \( G \), and let \( \psi: G_n^+ \to G \to R \) denote the canonical
character. Let $S$ denote the set of primes dividing $n$. There is an Eisenstein series $E_k(\psi, 1)$ whose specialization at a character $\psi$ is $E_k(\psi_S, 1)$. The group ring form $E_k(\psi, 1)$ has $q$-expansion coefficients

$$c(m, E_k(\psi, 1)) = \sum_{r|m \atop (m/r, n)=1} \psi \left(\frac{m}{r}\right) N r^{k-1} \in R. \quad (94)$$

Let $H_n$ denote the narrow ray class field of conductor $n$, so $\text{Gal}(H_n/F) \cong G_n^+$. Let $\Theta$ denote the image in $\text{Frac}(R)$ of $\Theta_S^{H_n/F} \in \mathbb{Q}[G_n^+]$, the $S$-depleted Stickelberger element for the extension $H_n/F$. The constant terms of $E_k(\psi, 1)$ lie in $\text{Frac}(R)$ and are given by

$$c_\lambda(0, E_k(\psi, 1)) = 2^{-n} \begin{cases} 0 & \text{if } k > 1 \text{ and } n \neq 1 \\ \psi^{-1}(\lambda)\Theta(1-k) & \text{if } k > 1 \text{ and } n = 1 \\ \Theta^#(0) & \text{if } k = 1 \text{ and } n \neq 1, \\ \Theta^#(0) + \psi^{-1}(\lambda)\Theta(0) & \text{if } k = 1 \text{ and } n = 1. \end{cases}$$

8 Construction of cusp forms

In this section we apply certain results appearing in the complementary papers \cite{13}, \cite{15} to construct a group ring valued cusp form congruent to an Eisenstein series. First we note the following elementary lemma.

**Lemma 8.1.** For sufficiently large positive integers $m$, the Stickelberger element $\Theta^#$ divides $p^m$ in $R$.

**Proof.** Recall that in §7.1 we replaced $R$ by a character group ring quotient in which $\Theta^#$ is not a zerodivisor. Therefore we can consider $(\Theta^#)^{-1} \in \text{Frac}(R)$. For sufficiently large $m$, we have $z = p^m(\Theta^#)^{-1} \in R$, since $\text{Frac}(R) = R \otimes_{\mathbb{Z}_p} \mathbb{Q}_p$. Therefore $\Theta^# \cdot z = p^m$ with $z \in R$ as desired. \qed

For the remainder of the paper, we fix a positive integer $m$ satisfying Lemma 8.1. We also choose a positive integer $k$ such that $k \equiv 1 \pmod{(p - 1)p^N}$ for a sufficiently large integer $N > m$. This notion of “sufficiently large” will become apparent as we use it in several instances in our proofs.

8.1 Construction of modified Eisenstein series

We introduce some notation. Let $\psi$ be a totally odd character of $G_F$ and $k \geq 1$ an odd integer. Write $c_0 = \text{cond}(\psi)$. Let $T = \{I_1, \ldots, I_m\}$
be a set of distinct primes not dividing $c_0$, and write

$$l = \prod_{i=1}^{m} l_i.$$ 

Let $\mathfrak{P}$ be an integral ideal coprime to $l$. Put

$$c = \text{lcm}(c_0, \mathfrak{P}), \quad n = cl.$$ 

The following construction is of central importance in this paper. We define a certain linear combination $W_k(\psi_{\mathfrak{P}}, 1)$ of Eisenstein series that satisfies the following:

- The $T$-smoothed $L$-function $L_{S, T}(\psi, 0)$ appears in the constant terms at infinity $c_\lambda(0)$.
- The constant terms at all $p$-unramified cusps vary nicely with respect to the weight. More precisely, there is a single constant $\lambda = L(\psi^{-1}, 1 - k)/L(\psi^{-1}, 0)$, independent of cusp, such that the ratio of the normalized constant terms at these cusps for $W_k$ and $W_1$ is $p$-adically very close to $\lambda$.
- The forms $W_k$ interpolate into a group ring family.

In a fixed level $n$, the Fourier coefficients (and constant terms at non-infinite cusps) of Eisenstein series behave differently for characters of different conductor dividing $n$. One miracle regarding the forms $W_k(\psi_{\mathfrak{P}}, 1)$ is that there is a single group ring form that interpolates all of these forms regardless of the conductor of $\psi$. For example, this is not the case for the unmodified Eisenstein series $E_k(\psi_{\mathfrak{P}}, 1)$—note that the group ring form defined in [94] interpolates the $S$-depleted forms $E_k(\psi_S, 1)$ rather than the primitive forms $E_k(\psi, 1)$. Our construction is only robust enough to handle primes in $S$ not dividing $p$, which is why we still deplete at $\mathfrak{P}$.

**Definition 8.2.** With notation as above, let

$$W_k(\psi_{\mathfrak{P}}, 1) = \sum_{m | l} \mu(m) \psi(m) Nm^k E_k(\psi_{\mathfrak{P}}, 1)|_m \in M_k(n, \psi).$$

The goal of the remainder of this section is to compute the constant terms of $W_k(\psi_{\mathfrak{P}}, 1)$ at all cusps for odd $k \geq 1$. Let $A = (A, \lambda)$ with $A = (a \ b \ c \ d) \in \text{GL}_2^+(F)$ and $\lambda \in \text{Cl}^+(F)$.

**Definition 8.3.** If $[A] \in C_0(c_0, n)$ and $m | \mathfrak{P}$, we put $J_m$ (respectively, $J'_m$) for the set of prime divisors $q | m$ such that $[A] \in C_0(q, n)$ (respectively $[A] \in C_\infty(q, n)$).

The following result is proved in [13, Theorem 4.7].

**Proposition 8.4.** Suppose that $k > 1$ and $m | l$. The normalized constant terms $c_A(0)$ of $E_k(\psi_{\mathfrak{P}}, 1)|_m$ as an element of $M_k(n, \psi)$ are as follows.
• The constant term at \(A\) is zero if \([A] \not\in C_0(c, n)\).

• If \([A] \in C_0(c, n)\), the normalized constant term at \(A\) is

\[
\frac{\tau(p)}{Nc^k} \text{sgn}(\psi(c_A) \frac{L(p^{-1}, 1-k)}{2^n}) \prod_{p \nmid P} \left(1 - \frac{\psi(p)}{Np^k}\right) \prod_{q \in J_m} Nq^{-k} \prod_{q \in J_m^c} \psi^{-1}(q). \tag{95}
\]

**Remark 8.5.** When considering the expression \(\psi(c_A)\), note that \([A] \in C_0(c, n)\) implies that \(\gcd(c_A, c_0) = 1\). Note also that one can only have \(c = 0\) with \([A] \in C_0(c, n)\) if \(c = 1\). In this case, by convention the expression \(\text{sgn}(Nc)\psi(c_A)\) in (95) denotes \(\psi^{-1}(t_A \delta_A) = \psi^{-1}(t_A \delta(a))\), which is the value obtained if one replaces \(A\) by a left \(\Gamma_{1, \lambda}(n)\)-equivalent matrix for which \(c \not= 0\). This convention will remain in force in the sequel. More generally, if \(\psi\) is a totally odd character of conductor 1, any expression \(\text{sgn}(Nx)\psi(xm)\) should be interpreted as \(\psi(m)\) even if \(x = 0\).

**Proposition 8.6.** Suppose that \(k > 1\) is odd. The modular form \(W_k(\psi_B, 1)\) has constant terms 0 outside the cusps in \(C_0(c, n)\). For a cusp \([A] \in C_0(c, n)\), the normalized constant term \(c_A(0, W_k(\psi_B, 1))\) equals

\[
\frac{\tau(p)}{Nc^k} \text{sgn}(\psi(c_A) \frac{L(p^{-1}, 1-k)}{2^n}) \prod_{p \nmid P} \left(1 - \frac{\psi(p)}{Np^k}\right) \prod_{q \in J_m} (1 - \psi(q)) \prod_{q \in J_m^c} (1 - Nq^k).
\]

**Proof.** This is an application of Proposition 8.4. It is clear that the constant terms of \(W_k(\psi_B, 1)\) are 0 outside \(C_0(c, n)\). Consider \([A] \in C_0(c, n)\). The normalized constant term of \(W_k(\psi_B, 1)\) at \(A\) is

\[
\frac{\tau(p)}{Nc^k} \text{sgn}(\psi(c_A) \frac{L(p^{-1}, 1-k)}{2^n}) \prod_{p \nmid P} \left(1 - \frac{\psi(p)}{Np^k}\right) \sum_{\mathbf{m} | \mathbf{l}} \mu(\mathbf{m}) \prod_{q \in J_m^c} Nq^{-k} \prod_{q \in J_m} \psi(q).
\]

The result follows from the observation

\[
\sum_{\mathbf{m} | \mathbf{l}} \mu(\mathbf{m}) \prod_{q \in J_m^c} Nq^{-k} \prod_{q \in J_m} \psi(q) = \prod_{q \in J_m^c} (1 - \psi(q)) \prod_{q \in J_m} (1 - Nq^k).
\]

For \(k = 1\), the results of Propositions 8.4 and 8.6 must be slightly modified. Even though we will only require the constant terms of \(W_1(\psi_B, 1)\) at \(\mathcal{C}_\infty(\mathbb{F}, n)\), for completeness we calculate its constant terms at all cusps. The proof of the following proposition is another direct application of [13 Theorem 4.7], similar to that of Proposition 8.6.

**Proposition 8.7.** The normalized constant terms of \(W_1(\psi_B, 1)\) in \(M_1(n, \psi)\) are as follows.

• Assume \(c_0 = 1\).
If $[\mathcal{A}] \in C_0(\mathcal{M}, n) \cap C_\infty(l, n)$, the normalized constant term at $\mathcal{A}$ is

$$
\frac{\psi(bA)}{2^n} \frac{L_{S_\infty,T}(\psi, 0)}{2^n} \prod_{p \mid \mathcal{M}} (1 - Np^{-1})
$$

$$
+ \tau(\psi) \psi^{-1}(\mathfrak{d}A) \frac{L(\psi^{-1}, 0)}{2^n} \prod_{p \mid \mathcal{M}} \left( 1 - \frac{\psi(p)}{Np} \right) \prod_{1 \leq i \leq m} (1 - Nt_i).
$$

If $[\mathcal{A}] \in C_0(\mathcal{M}, n)$ but $[\mathcal{A}] \not\in C_\infty(l, n)$, the normalized constant term at $\mathcal{A}$ is

$$
\tau(\psi) \psi^{-1}(\mathfrak{d}A) \frac{L(\psi^{-1}, 0)}{2^n} \prod_{p \mid \mathcal{M}} \left( 1 - \frac{\psi(p)}{Np} \right) \prod_{q \in J_t} (1 - Nq).
$$

If $[\mathcal{A}] \not\in C_0(\mathcal{M}, n)$ and $[\mathcal{A}] \in C_\infty(l, n)$, the normalized constant term at $\mathcal{A}$ is

$$
\psi(bA) \frac{L_{S_\infty,T}(\psi, 0)}{2^n} \prod_{p \in J_p} (1 - Np^{-1}) \prod_{p \in J_p^c} (1 - \psi(p)).
$$

If $[\mathcal{A}] \not\in C_0(\mathcal{M}, n)$ and $[\mathcal{A}] \not\in C_\infty(l, n)$, the normalized constant term at $\mathcal{A}$ is 0.

Assume $c_0 \neq 1$.

The constant terms are 0 outside the cusps in $C_\infty(c_0l, n) \cup C_0(c, n)$.

If $[\mathcal{A}] \in C_\infty(c_0l, n)$, the normalized constant term at $\mathcal{A}$ is

$$
\text{sgn}(Na) \psi^{-1}(\mathfrak{d}A) \frac{L_{S_\infty,T}(\psi, 0)}{2^n} \prod_{p \in J_p} (1 - Np^{-1}) \prod_{p \in J_p^c} (1 - \psi(p)).
$$

If $[\mathcal{A}] \in C_0(c, n)$, the normalized constant term at $\mathcal{A}$ is

$$
\frac{\tau(\psi)}{Nc} \text{sgn}(-Nc) \psi(\mathfrak{c}A) \frac{L(\psi^{-1}, 0)}{2^n} \prod_{p \mid \mathcal{M}} \left( 1 - \frac{\psi(p)}{Np} \right) \prod_{q \in J_t} (1 - Nq).
$$

### 8.2 Linear combinations cuspidal modulo high powers of $p$

A result of Hida (see [49, Lemma 1.4.2]) states the existence of a Hilbert modular form congruent to 1 modulo $p$. In [15, Theorem 6.1] we prove the following slightly refined version of this result.

**Theorem 8.8.** For positive integers $k \equiv 0 \pmod{(p-1)p^N}$ with $N$ sufficiently large, there is a modular form $V_k \in M_k(1, \mathbb{Z}_p, 1)$ such that $V_k \equiv 1 \pmod{p^m}$, and such that the normalized constant term $c_\mathcal{A}(0, V_k)$ for each cusp $[\mathcal{A}] \in \text{cusps}(1)$ is congruent to 1 (mod $p^m$).
The congruence $V_k \equiv 1 \pmod{p^m}$ means that $c(m, V_k) \equiv 0 \pmod{p^m}$ for all nonzero ideals $m$ and $c_\lambda(0, V_k) \equiv 1 \pmod{p^m}$ for all $\lambda \in \text{Cl}^+(F)$.

Let $\mathfrak{P}$ denote the $p$-part of the ideal $n$, i.e. $\mathfrak{P} = \gcd(p^\infty, n)$. The following result is proven in [15, Theorem 8.1].

**Theorem 8.9.** For sufficiently large odd positive integers $k$, there exists a group ring valued form $G_k(\psi) \in M_k(n, R, \psi)$ with normalized constant term at $A$ for $[A] \in C_\infty(n)$ equal to $\text{sgn}(Na)\psi^{-1}(ab_A^{-1})$, and constant term at cusps $[A] \in C_\infty(\mathfrak{P}, n) \setminus C_\infty(n)$ equal to 0.

**Remark 8.10.** We repeat our convention that if $n = 1$ the expression $\text{sgn}(Na)\psi^{-1}(ab_A^{-1})$ is understood to equal $\psi(b_A)$ even if $a = 0$.

**8.2.1 Case 1: cond$(H/F)$ not divisible by primes above $p$**

**Proposition 8.11.** Suppose that $n$ is not divisible by any primes above $p$. Fix a positive integer $m'$. For positive $k \equiv 1 \pmod{(p-1)p^N}$ with $N$ sufficiently large, and each character $\psi$ of $R$, the form

$$f_k(\psi) = W_1(\psi, 1)V_{k-1} - \frac{L(\psi^{-1}, 0)}{L(\psi^{-1}, 1-k)}W_k(\psi, 1) - \frac{L_{s_\infty, \tau}(\psi, 0)}{2^n}G_k(\psi)$$

has normalized constant terms at all cusps divisible by $p^{m'}$. Here $G_k(\psi)$ denotes the specialization of the group ring form $G_k(\psi)$ at the character $\psi$.

**Proof.** The constant terms of $W_k(\psi, 1), W_1(\psi, 1), V_{k-1}$, and $G_k(\psi)$ are given explicitly by Proposition 8.6, Proposition 8.7, Theorem 8.8 and Theorem 8.9, respectively.

Since $\mathfrak{P} = 1$, the form $G_k(\psi)$ has constant term equal to $\text{sgn}(Na)\psi^{-1}(ab_A^{-1})$ for $[A] \in C_\infty(n)$ and equal to 0 if $[A] \not\in C_\infty(n)$.

With $c = c_0 = \text{cond}(\psi)$, it is clear that the constant terms of $f_k(\psi)$ are 0 outside $C_0(c, n) \cup C_\infty(c, n)$, since the same is true for $W_1(\psi, 1), W_k(\psi, 1)$, and $G_k(\psi)$.

To evaluate the constant terms at other cusps, we first assume that $c \neq 1$. If $[A] \in C_\infty(c, n) \setminus C_\infty(n)$, then $W_1(\psi, 1), W_k(\psi, 1)$, and $G_k(\psi)$ all have constant term 0 at $A$, hence $f_k(\psi)$ does as well. If $[A] \in C_\infty(n)$, the constant term of $W_k(\psi, 1)$ at $A$ is 0. Meanwhile, the constant term of $W_1(\psi, 1)$ at $A$ is

$$\text{sgn}(Na)\psi^{-1}(ab_A^{-1})\frac{L_{s_\infty, \tau}(\psi, 0)}{2^n}$$

and the constant term of $V_{k-1}$ is 1 modulo $p^{m'}$ for positive $k \equiv 1 \pmod{(p-1)p^N}$ with $N$ sufficiently large. The constant term of $G_k(\psi)$ at $A$ is $\text{sgn}(Na)\psi^{-1}(ab_A^{-1})$. It follows that the constant term of $f_k(\psi)$ at $A$ is 0 mod $p^{m'}$. Therefore the constant term of $f_k(\psi)$ is 0 mod $p^{m'}$ at all cusps in $C_\infty(c, n)$. 
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Next we consider the case \([A] \in C_0(\mathfrak{c}, n)\), still maintaining the assumption \(\mathfrak{c} \neq 1\). As in \([8.1]\), let \(J\) denote the set of indices \(i\) such that \([A]\) belongs to \(C_0(l_i, n)\). The normalized constant term of \(f_k(\psi)\) at \(A\) is

\[
\tau(\psi) \text{sgn}(-Nc)\psi(\mathfrak{c}_A) \frac{L(\psi^{-1}, 0)}{2^n} \prod_{i \in J} (1 - \psi(l_i)) \times
\]

\[
\left[ c_A(0, V_{k-1}) - Nc^{1-k} \prod_{i \notin J} \frac{1 - Na_i}{1 - Na_i} \right].
\]

(96)

The expression in brackets in (96) \(p\)-adically approaches 0, since each term in the difference approaches 1, for positive \(k \equiv 1 \pmod{(p-1)p^N}\) with \(N\) increasing. It follows that for \(N\) sufficiently large, (96) is divisible by \(p^m\).

Next we consider the case \(\mathfrak{c} = 1\), so \(n = 1\). If \([A] \not\in C_\infty(n)\), the constant term of \(G_k(n)\) at \(A\) is 0, and the normalized constant term of \(f_k(\psi)\) at \(A\) is again given by (96). If \([A] \in C_\infty(n)\), the normalized constant term of \(f_k(\psi)\) at \(A\) is (96) plus the expression

\[
\psi(b_A) \frac{L_{S_\infty, \tau}(\psi, 0)}{2^n} [c_A(0, V_{k-1}) - 1].
\]

The result follows. \(\Box\)

8.2.2 Case 2: \(\text{cond}(H/F)\) is divisible by some primes above \(p\)

Let \(\psi\) be a character of conductor \(\mathfrak{c}_0\), with \(\mathfrak{c}_0\) possibly divisible by some primes above \(p\). Let \(l_1, \ldots, l_d\) be distinct primes not dividing \(\mathfrak{c}_0p\). Let \(n = \mathfrak{c}_0l_1 \cdots l_d\mathfrak{P}'\), with \(\mathfrak{P}'\) the product of powers of some (but not necessarily all) primes dividing \(p\). Let \(\mathfrak{P}\) denote the \(p\)-part of \(n\) i.e. \(\mathfrak{P} = \gcd(n, p^\infty)\) and put \(\mathfrak{c} = \text{lcm}(\mathfrak{c}_0, \mathfrak{P})\). We assume in this section that \(\mathfrak{P} \neq 1\). Let \(S_\mathfrak{P}\) denote the union of \(S_\infty\) and the set of primes dividing \(\mathfrak{P}\).

Proposition 8.12. For positive integers \(k \equiv 1 \pmod{(p-1)p^N}\) with \(N\) sufficiently large, the form

\[
W_1(\psi, \mathfrak{P}, 1)_{V_{k-1}} = \frac{L_{S_\mathfrak{P}, \tau}(\psi, 0)}{2^n} G_k(\psi)
\]

has normalized constant terms at all cusps in \(C_\infty(\mathfrak{P}, n)\) divisible by \(p^m\).

Proof. By Proposition 8.7, the constant terms of \(W_1(\psi, \mathfrak{P}, 1)\) are supported on \(C_\infty(\mathfrak{c}_0 l_i, n) \cup C_0(\mathfrak{c}, n)\). As \(\mathfrak{P} \neq 1\), we have

\[
(C_\infty(\mathfrak{c}_0 l_i, n) \cup C_0(\mathfrak{c}, n)) \cap C_\infty(\mathfrak{P}, n) = C_\infty(\mathfrak{P}, n).
\]

By definition, the constant terms of \(G_k(\psi)\) are also 0 at cusps in \(C_\infty(\mathfrak{P}, n) \setminus C_\infty(n)\).

Suppose now that \([A] \in C_\infty(n)\). By definition, the normalized constant term of \(G_k(\psi)\) at \(A\) is \(\text{sgn}(Na)\psi^{-1}(ab^{-1})\). The normalized constant term of \(V_{k-1}\) is congruent to 1 modulo
$p^m$ for $N$ sufficiently large. By Proposition 8.7 the normalized constant term of $W_1(\psi_p, 1)$ at $A$ is
\[
\text{sgn}(Na)\psi^{-1}(ab^{-1})L_{S_n,T}(\psi, 0)\frac{1}{2^n}.
\]
The result follows. \qed

8.3 Group ring valued forms

We now interpolate the construction of the previous section into a group ring family. Recall our ring $R$ defined in §7.1, a quotient of a connected component $O[\mathcal{G}_p]\chi$ associated to a totally odd faithful character $\chi$ of $G'$. The level of our forms will be
\[
n = \text{cond}(H/F)\prod_{q \in T} q
\]
and as above we let
\[
\mathfrak{P} = p\text{-part of } n = \gcd(p^\infty, n).
\]

Lemma 8.13. Let $\psi$ be a character of $R$, and let $c_0 = \text{cond}(\psi)$. Then we can write
\[
n = c_0l_1 \cdots l_d \mathfrak{P}'
\]
where the $l_i$ are distinct primes not dividing $c_0p$ and $\mathfrak{P}'$ is divisible only by primes above $p$.

Proof. We must show that if $l$ is a prime not above $p$ such that $l^n | \text{cond}(H/F)$ with $n \geq 2$ then $l^n | \text{cond}(\psi)$. Let $H_p \subset H$ denote the fixed field of $G'$ and $H'$ the fixed field of $G_p$, so
\[
\text{Gal}(H_p/F) = G_p \text{ and } \text{Gal}(H'/F) = G'.
\]
The field $H$ is the compositum of $H_p$ and $H'$. Since $G_p$ is a $p$-group and $l \nmid p$, the prime $l$ is at most tamely ramified in $H_p$. Therefore if $l^n | \text{cond}(H/F)$ with $n \geq 2$ then $H'/F$ must have conductor divisible by $l^n$. Since $\chi$ is a faithful character of $G'$, it follows that $l^n | \text{cond}(\chi)$. Any character $\psi$ of $R$ can be written $\psi = \psi_p\chi$ where $\psi_p$ is a character of $G_p$. As already noted, the $l$-part of the conductor of $\psi_p$ is at most $l$. Therefore $l^n | \text{cond}(\psi)$ as desired. \qed

Proposition 8.14. For all odd $k \geq 1$, the unique form $W_k(\psi, 1) \in M_k(n, \text{Frac}(R), \psi)$ that specializes to $W_k(\psi_p, 1)$ for all characters $\psi$ of $R$ has non-constant term $q$-expansion coefficients $c(m, W_k(\psi, 1))$ lying in $R$.

Proof. Let $l$ denote the product of all primes dividing $n/\mathfrak{P}$. For each $m \mid l$, let $I_m$ be the subgroup generated by $I_v$ for $v \mid m$. Note that $\#I_m \mid \prod_{v \mid m}(1 - Nv^k)$ in $\mathbb{Z}_p$.

Write
\[
\psi^m : G_{n/m} \ni \psi^m \in M_k(n/m, \psi^m, \mathcal{O}[G/I_m]^*) \text{ lying in } R.
\]

for the canonical character corresponding to the maximal subextension of $H/F$ in which the primes dividing $m$ are unramified. Let $E_k(\psi^m, 1) \in M_k(n/m, \psi^m, \mathcal{O}[G/I_m]^*)$ be the group
ring form defined in \([94]\) associated to the character \(\psi^m\). If \(\psi\) is a character of \(G\) unramified at all primes dividing \(m\), then the specialization of \(E_k(\psi^m, 1)\) at \(\psi\) is the form \(E_k(\psi_{n/m}, 1)\).

Next note that there is a canonical \(\mathcal{O}[G]\)-module map

\[
\mathcal{O}[G/I_m] \to \mathcal{O}[G] \to R
\]
given by \(x \mapsto NI_m \cdot \tilde{x}\), where \(\tilde{x}\) is an arbitrary lift of \(x\). This map does not depend on the choice of lift. The image of \(E_k(\psi^m, 1)\) under this map is a form

\[
NI_m \cdot \tilde{E}_k(\psi^m, 1) \in M_k(n/m, \text{Frac}(R)),
\]
and all of the non-constant term \(q\)-expansion coefficients lie in \(R\). We define

\[
W_k(\psi, 1) = \sum_{m \mid l'} NI_m \cdot \tilde{E}_k(\psi^m, 1) |_{m^I_m(m)} \frac{1}{\# I_m \prod_{v \mid m} (1 - N^k v^k)}. \tag{97}
\]

It is clear from our construction that the non-constant term \(q\)-expansion coefficients of \(W_k(\psi, 1)\) lie in \(R\). To conclude the proof we must show that the specialization of \(W_k(\psi, 1)\) at a character \(\psi\) of \(R\) is equal to \(W_k(\psi_P, 1)\).

Given \(\psi\), let \(c_0 = \text{cond}(\psi)\) and let \(l'\) be the product of the primes dividing \(l\) that do not divide \(c_0\). By Lemma 8.13, we can write \(n = c_0 l'\mathcal{P}'\) where \(\mathcal{P}'\) is divisible only by primes above \(p\).

Note that if \(\psi\) is nontrivial on \(I_m\), then \(\psi(NI_m) = 0\). Applying \(\psi\) to the sum in (97) gives

\[
\sum_{m \mid l'} \psi(m) E_k(\psi_{m\mathcal{P}'}, 1) |_{m} \sum_{m' \mid m} \mu(m') Nm^{ik} \\
= \sum_{m' \mid l'} \mu(m') Nm^{ik} \psi(m') \sum_{m \mid m'} \psi(m) E_k(\psi_{m\mathcal{P}'}, 1) |_{m'm} \\
= \sum_{m' \mid l'} \mu(m') Nm^{ik} \psi(m') \left( \sum_{m \mid m'} \psi(m) E_k(\psi_{m\mathcal{P}'}, 1) |_{m} \right) |_{m'}
\]

To finish the proof that this equals \(W(\psi_P, 1)\), we must show that

\[
\sum_{m \mid l'} \psi(m) E_k(\psi_{m\mathcal{P}'}, 1) |_{m} = E_k(\psi_P, 1).
\]

We do this by induction on the number of prime factors of \(l'/m'\). The statement is clear with
Let \( l' = m' \). Let \( l'/m' = l_1 \cdots l_r \) for some \( r \geq 1 \). Write the sum above as

\[
\sum_{m|l_1 \cdots l_r} \psi(m)E_k(\psi_{\frac{l_1 \cdots l_r}{m}}, 1)|_m
\]

\[
= \sum_{m|l_1 \cdots l_{r-1}} \psi(m)(E_k(\psi_{\frac{l_1 \cdots l_r}{m}}, 1)|_m + \psi(l_r)E_k(\psi_{\frac{l_1 \cdots l_{r-1}}{m}}, 1)|_{ml_r})
\]

\[
= \sum_{m|l_1 \cdots l_{r-1}} \psi(m)E_k(\psi_{\frac{l_1 \cdots l_r}{m}}, 1)|_m
\]

\[
= E_k(\psi_{l_r}, 1),
\]

where the last equality holds by the induction hypothesis.

The following result is proved in [15, Theorem 8.2].

**Theorem 8.15.** Fix a positive integer \( m' \geq \text{ord}_p(\#G_p) \). The following holds for all sufficiently large odd integers \( k \). Let \( f_{\psi} \in M_k(n, E, \psi) \) be a collection of modular forms for characters \( \psi \) of \( G \) belonging to \( \chi \) with the property that the normalized constant terms of each \( f_{\psi} \) at representatives for each cusp \( A \in C_{\infty}(\mathfrak{P}, n) \) are divisible by \( p^{m'} \). There exists a group ring family

\[
h(\psi) \in M_k(n, \psi, R)
\]

such that each specialization \( h(\psi) \) satisfies the property that

\[
\tilde{f}_\psi = f_{\psi} - (p^{m'}/\#G_p)h(\psi)
\]

has constant term 0 at all cusps \( A \in C_{\infty}(\mathfrak{P}, n) \). If \( \mathfrak{P} = 1 \), so \( C_{\infty}(\mathfrak{P}, n) = \text{cusps}(n) \), then \( \tilde{f}_\psi \) is cuspidal. If \( \mathfrak{P} \neq 1 \), then \( e_{\text{ord}}(\tilde{f}_{\psi}) \) is cuspidal.

**Lemma 8.16.** Suppose we are in case 1, i.e. \( \gcd(n, p) = 1 \). For \( N \) sufficiently large and positive \( k \equiv 1 \pmod{(p - 1)p^N} \), the element

\[
x = \frac{\Theta_{S_{\infty}}(1 - k)}{\Theta_{S_{\infty}}(0)} \in \text{Frac}(R)
\]

lies in \( R \) and is a non-zerodivisor satisfying

\[
x \equiv \prod_{p|\rho}(1 - \chi(p)^{-1}) \pmod{m_R}.
\]

**Proof.** First note that the specializations \( L(\psi^{-1}, 0) \) of the denominator of \( x \) are nonzero, so \( x \) is a well-defined element of \( \text{Frac}(R) \). The same is true of the numerator, so if we can show that \( x \in R \), it will follow immediately that it is a non-zerodivisor.

Let \( S_p \) denote the union of \( S_{\infty} \) with the set of primes above \( p \) in \( F \). Note that

\[
\Theta_{S_p}(1 - k) = \prod_{p|\rho}(1 - \sigma_p^{-1}Np^{k-1})\Theta_{S_{\infty}}(1 - k),
\]
where $\sigma_p \in G$ denotes the Frobenius at $p$ (we are in case 1, where each $p$ above is unramified in $H/F$). Consider the element $y(k) = \Theta_{S_p}(1 - k) - \Theta_{S_p}(0) \in \text{Frac}(R)$. By the theory of $p$-adic $L$-functions, this element $p$-adically approaches $0$ for positive $k \equiv 1 \pmod{(p - 1)p^N}$ as $N \to \infty$. In particular, for positive $k \equiv 1 \pmod{(p - 1)p^N}$ and $N$ sufficiently large we have that $y(k) \in R$. Furthermore, for any positive integer $m'$ we can take $N$ larger still to ensure that $y(k)$ is divisible by $p^{m'}$ in $R$. Suppose that $m'$ has been chosen large enough that $p^{m'}/\Theta_{S_\infty}(0) \in R$. Then $y(k)/\Theta_{S_\infty}(0) \in R$. But

$$\frac{y(k)}{\Theta_{S_\infty}(0)} = x \prod_{p | n} \left(1 - \sigma_p^{-1}Np^{k-1}\right) - \prod_{p | n} \left(1 - \sigma_p^{-1}\right) \in R.$$  

Since the Euler factors $1 - \sigma_p^{-1}Np^{k-1}$ are units in $R$ for $k > 1$, it follows that $x \in R$ as desired. To conclude we note that after increasing $m'$ by 1 if necessary, we have that $y(k)/\Theta_{S_\infty}(0) \in m_R$. The desired congruence for $x$ then follows from (99).

\[\square\]

**Theorem 8.17.** In case 1 ($\gcd(n, p) = 1$), for positive $k \equiv 1 \pmod{(p - 1)p^N}$ and $N$ sufficiently large, there exists a group ring form $H_k(\psi) \in M_k(n, R, \psi)$ such that

$$\bar{F}_k(\psi) = xW_1(\psi, 1)V_{k-1} - W_k(\psi, 1) - x\Theta^\#(0)H_k(\psi)$$

lies in $S_k(n, R, \psi)$, where $x = \Theta_{S_\infty}(1 - k)/\Theta_{S_\infty}(0) \in R$ is as in Lemma 8.16.

**Proof.** Define

$$f_k(\psi) = W_1(\psi, 1)V_{k-1} - \frac{1}{x}W_k(\psi, 1) - \frac{\Theta^\#(0)}{2n}G_k(\psi) \in M_k(n, \text{Frac}(R), \psi).$$

By definition, this is a group ring form whose specialization at a character $\psi$ of $R$ is the form $f_k(\psi)$ defined in Proposition 8.11. This proposition states that for any positive integer $m'$, for positive $k \equiv 1 \pmod{(p - 1)p^N}$ and $N$ sufficiently large the constant terms of $f_k(\psi)$ are divisible by $p^{m'}$. Therefore by Theorem 8.15 there exists a group ring form $h_k(\psi) \in M_k(n, R, \psi)$ such that

$$\bar{f}_k(\psi) = f_k(\psi) - \frac{p^{m'}}{\#G_p}h_k(\psi)$$

is a cusp form. Choose $m'$ large enough that $\#G_p \cdot \Theta^\#$ divides $p^{m'}$ in $R$ and define

$$H_k(\psi) = \frac{G_k(\psi)}{2n} - \frac{p^{m'}}{\#G_p \cdot \Theta^#}h_k(\psi) \in M_k(n, R, \psi).$$

The form $\bar{F}_k(\psi) = x \cdot \bar{f}_k(\psi)$ is cuspidal and can be written explicitly as

$$\bar{F}_k(\psi) = xW_1(\psi, 1)V_{k-1} - W_k(\psi, 1) - x\Theta^\#(0)H_k(\psi) \in S_k(n, R, \psi).$$
Note that there is a small subtlety in verifying that the $q$-expansion coefficients of $\tilde{F}_k(\psi)$ lie in $R$. The constant terms of $W_1(\psi, 1)$ only lie in $\text{Frac}(R)$. But the non-constant $q$-expansion coefficients of $V_{k-1}$ are highly divisible by $p$, so the contribution to the non-constant $q$-expansion coefficients of the product $xW_1(\psi, 1)V_{k-1}$ will be integral for $k \equiv 1 \pmod{(p-1)p^N}$ and $N$ sufficiently large. For the non-constant $q$-expansion coefficients, there is nothing to check since $F_k(\psi)$ is cuspidal.

In case 2, when there exist primes above $p$ dividing $n$, we get the following theorem. It is proven exactly as above, using Theorem 8.15 and building off of Proposition 8.12 in place of Proposition 8.11.

**Theorem 8.18.** Suppose we are in case 2, i.e. $\gcd(n, p) \neq 1$. For positive integers $k \equiv 1 \pmod{(p-1)p^N}$ and $N$ sufficiently large, there exists a group ring form $H_k(\psi) \in M_k(n, R, \psi)$ such that

$$\tilde{F}_k(\psi) = e_{\text{ord}}^p \left(W_1(\psi, 1)V_{k-1} - \Theta^*(0)H_k(\psi)\right)$$

lies in $S_k(n, R, \psi)$.

### 8.4 Applying the ordinary operator

In our applications it will be convenient to apply the ordinary operator at all primes above $p$. In addition, in order to ensure that we can work over Hecke algebras that are local rings, we would like to project onto components where the $U_p$-operator for $p$ dividing $p$ acts via certain eigenvalues. In case 1, this latter projection will only be relevant if all the primes above $p$ satisfy $\chi(p) \neq 1$. By (98), this is precisely the case that $x$ is a unit in $R$. We then apply $U_p - \psi(p)$ for each $p | p$ to our family $\tilde{F}_k(\psi)$. Doing so, we obtain the corollary below.

**Corollary 8.19.** Suppose we are in case 1. Let $\mathfrak{p}'$ denote the product of the primes above $p$. For positive $k \equiv 1 \pmod{(p-1)p^N}$ and $N$ sufficiently large, there exists a cuspidal group ring family $F_k(\psi) \in S_k(n\mathfrak{p}', \psi, R)^{p\text{-ord}}$ such that

$$F_k(\psi) \equiv \begin{cases} 
  xW_1(\psi, 1) - W_k(\psi, 1_p) & (\text{mod } x\Theta^*) \quad \chi(p) = 1 \text{ for some } p | p \\
  W_1(\psi_p, 1) & (\text{mod } \Theta^*) \quad \chi(p) \neq 1 \text{ for all } p | p.
\end{cases}$$

(100)

Here the forms $W_k(\psi, 1_p)$ and $W_1(\psi_p, 1)$ are defined like $W_k(\psi, 1)$ and $W_1(\psi, 1)$ but with the characters $1, \psi$ replaced by $1_p, \psi_p$ in the two cases, respectively.

**Remark 8.20.** The congruence (100) should be interpreted as a congruence of Fourier coefficients:

$$c(m, F_k(\psi)) \equiv x \cdot c(m, W_1(\psi, 1)) - c(m, W_k(\psi, 1_p)) \pmod{x\Theta^*}$$

(101)

for all ideals $m$ in the first case, and similarly for the second case.
Proof. Consider the first case in (100), which we hereafter refer to as case 1a. For \( p | p \), let
\[
z = \prod_{p | p} \frac{\psi(p)}{\psi(p) - Np^{k-1}} \equiv 1 \pmod{p^m}.
\]

Note that
\[
e_{q}(\psi, 1) = z \cdot W_k(p, 1).
\]

Since \( z \equiv 1 \pmod{p^m} \), we have \( z^{-1}x \equiv x \pmod{x \Theta^\#} \). The desired result then holds by defining \( F_k(\psi) = z^{-1}e_{q}(\tilde{F}_k(\psi)) \).

In the second case in (100), which we call case 1b, we let
\[
z = \prod_{p | p} \frac{1}{1 - \psi(p)} \in \mathbb{R}^*.
\]

Then \( e_{q}(U_p - \psi(p))(W_k(\psi, 1)) = 0 \) whereas \( e_{q}(U_p - \psi(p))(W_1(\psi, 1)) = zW_1(p, 1) \). Noting that \( x, z \in \mathbb{R}^* \) in this case, the result follows by letting
\[
F_k(\psi) = (xz)^{-1}e_{q}(\prod_{p | p}(U_p - \psi(p)))(\tilde{F}_k(\psi)).
\]

In case 2 (there exists a prime above \( p \) dividing \( n \)), we must apply (in addition to the ordinary operator at each \( p | p \)) the operator \( U_p - \psi(p) \) for each \( p \) not dividing \( n \) such that \( \chi(p) \neq 1 \). We obtain:

**Corollary 8.21.** Suppose we are in case 2. Let \( \mathfrak{P}' \) denote the product of the primes above \( p \) that do not divide \( n \). Let \( \mathfrak{P}'' \) denote the product of primes \( p \) dividing \( \mathfrak{P}' \) such that \( \chi(p) \neq 1 \). For positive \( k \equiv 1 \pmod{(p - 1)p^n} \) and \( N \) sufficiently large, there exists a cuspidal group ring family \( F_k(\psi) \in S_k(n\mathfrak{P}', \psi, R)^{p\text{-ord}} \) such that
\[
F_k(\psi) \equiv W_1(\psi_{\mathfrak{P}' \mathfrak{P}'}, 1) \pmod{\Theta^\#}.
\]

8.5 Homomorphism on the Hecke Algebra

For clarity we recall the definition of certain ideals.
\[
\mathfrak{n} = \text{cond}(H/F) \prod_{q \in T} q
\]
\[
\mathfrak{P} = \text{gcd}(p^\infty, n)
\]
\[
\mathfrak{P}' = \prod_{p | p, p \not| \mathfrak{P}} p
\]
\[
\mathfrak{P}'' = \prod_{p | \mathfrak{P}' \chi(p) \neq 1} p.
\]
Recall also our trichotomy of cases.

Case 1a : $\mathfrak{P} = 1, \mathfrak{P}' \neq \mathfrak{P}''$.
Case 1b : $\mathfrak{P} = 1, \mathfrak{P}' = \mathfrak{P}''$.
Case 2 : $\mathfrak{P} \neq 1$.

Let

$$\hat{T} \subset \text{End}_R(S_k(n\mathfrak{P}', R, \psi)^{p-\text{ord}})$$

denote the Hecke algebra of the space of $p$-ordinary group ring valued cusp forms generated over $R$ by the operators $T_i$ for $I \nmid n\mathfrak{P}'$, $U_p$ for $p \mid p$, and the diamond operators $S(m)$. Note that the operators $S(m)$ simply act by $\psi(m) \in R^\ast$. Let $T \subset \hat{T}$ denote the sub-$R$-algebra generated by $T_i$ for $I \nmid n\mathfrak{P}'$, $U_p$ for $p \mid \mathfrak{P}$, and the $S(m)$. In other words, the operators $U_p$ for $p \mid \mathfrak{P}'$ are excluded in the definition of $T$.

Since our Hecke algebras include only the operators $T_i$ for $I$ not dividing the level and the operators $U_p$ for primes $p$ at which our forms are ordinary, the rings $T$ and $\hat{T}$ are reduced. Let us be more explicit about this fact. Denote by $M$ the set of $p$-ordinary cuspidal newforms of weight $k$, level dividing $n\mathfrak{P}'$, and nebentypus $\psi$ for all characters $\psi \in \Psi$ (where $R = R_{\psi}$). For each $f \in M$, we denote by $f_p$ the ordinary stabilization of $f$ with respect to all primes $p \mid p$. Suppose that the field $E$ with ring of integers $O$ has been chosen large enough so that all the normalized Fourier coefficients $c(a, f_p)$ lie in $O$. Then there are $O$-algebra injections with finite cokernels:

$$T \rightarrow \hat{T} \rightarrow \prod_M O$$

that send $T_i \mapsto (c(1, f_p))_{f \in M}$, $U_p \mapsto (c(p, f_p))_{f \in M}$; more succinctly we can write

$$t \mapsto (c(1, (f_p)|_l))_{f \in M}.$$}

The injectivity of this map follows from the fact that any $p$-ordinary form $g$ of level $n\mathfrak{P}'$ can be written as a linear combination

$$g = \sum_{f \in M} \sum_b c_{f, b}(f_p)|_b$$

as $b$ ranges over the divisors of $n$ that are relatively prime to $p$ and such that $(f_p)|_b$ has level dividing $n\mathfrak{P}'$. Any element of $T$ or $\hat{T}$ that annihilates every $f_p$ therefore annihilates every $g$. Finally, the fact that $T \rightarrow \prod_M O$ has finite cokernel follows from multiplicity 1; for any distinct $f, f' \in M$, there exists $I \nmid n\mathfrak{P}'$ such that $c(1, f_p) \neq c(1, f'_p)$.

Using the group ring valued cusp form $F_k(\psi)$ constructed in §8, we now define a certain maximal ideal $m \subset T$, the maximal Eisenstein ideal. Note that $F_k(\psi)$ is an eigenvector for the action of $T$ modulo $x\Theta^\#$ or $\Theta^\#$, in cases 1 or 2, respectively. More precisely, for $I \nmid n\mathfrak{P}'$ we have

$$F_k(\psi)|_{T_i} \equiv \begin{cases} (\psi(l) + \epsilon_{\text{cyc}}^{k-1}(l))F_k(\psi) & (\text{mod } x\Theta^\#) \text{ in case 1} \\ (\psi(l) + 1)F_k(\psi) & (\text{mod } \Theta^\#) \text{ in case 2.} \end{cases}$$

(103)
We also have for all $p | \mathfrak{P}\mathfrak{P}'$:

$$F_k(\psi)|_{U_p} \equiv F_k(\psi) \begin{cases} \left( \text{mod } x\Theta^\# \right) & \text{in case } 1b \\ \left( \text{mod } \Theta^\# \right) & \text{in case } 2. \end{cases} \quad (104)$$

Note that the congruences (103) and (104) are to be interpreted as in Remark 8.20.

**Lemma 8.22.** Let $k_E$ denote the residue field of the $p$-adic local ring $\mathcal{O} = \mathcal{O}_E$. There is an $\mathcal{O}$-algebra homomorphism $\varphi : T \to k_E$ given by

- $\varphi(T_l) = 1 + \chi(l)$ for $l \nmid np$.
- $\varphi(U_p) = 1$ for $p | \mathfrak{P}$.
- $\varphi(S(m)) = \chi(m)$.

**Proof.** The form $F_k(\psi)$ is an eigenform for the Hecke operators indicated modulo the maximal ideal $m_R$ of $R$. Note that $m_R$ is generated by the uniformizer $\pi_E$ of $\mathcal{O}$ along with the image of the elements $[g] - \chi(g)$ for $g \in G$, and $R/m_R \cong k_E$. The homomorphism $\varphi$ is defined by sending each operator to its mod $m_R$ eigenvalue.

We denote by $m \subset T$ the kernel of $\varphi$. We denote by $T_m$ and $\tilde{T}_m = \tilde{T} \otimes T T_m$ the $m$-adic completions of $T$ and $\tilde{T}$, respectively. We would also like to identify the $m$-adic completion of $\prod_{f \in M} \mathcal{O}$. Let $M \subset M$ denote the set of $f \in M$ such that $c(1, (f_p)|_t) \equiv \varphi(t) \left( \text{mod } \pi_E \right)$ for all $t \in T$. We then have

$$\left( \prod_{f \in M} \mathcal{O} \right)_m \cong \prod_{f \in \bar{M}} \mathcal{O}.$$ 

The Artin-Rees Lemma ([1, Proposition 10.12]) yields injections with finite cokernel

$$T_m \to \tilde{T}_m \to \prod_{f \in \bar{M}} \mathcal{O}.$$ 

In the statement of the following theorem, $x$ is as in Lemma 8.16 in case 1a, and $x = 1$ in cases 1b and 2.

**Theorem 8.23.** In both cases 1 and 2, there exists a non-zerodivisor $x \in R$, an $R/x\Theta^\#$-algebra $W$, and a surjective $R$-algebra homomorphism $\varphi : \tilde{T}_m \to W$ satisfying the following properties:

- The structure map $R/x\Theta^\# \to W$ is an injection.
- The restriction of $\varphi$ to $T_m$ takes values in $R/x\Theta^\# \subset W$. More precisely,
  $$\varphi(S(m)) = \psi(m) \text{ for } m \in G_1^+,$$
  $$\varphi(U_p) = 1 \text{ for } p | \mathfrak{P}, \text{ and}$$
  $$\varphi(T_l) = \epsilon_{\text{cyc}}^{k^{-1}}(l) + \psi(l) \text{ for } l \nmid np,$$
where $\epsilon_{\text{cyc}}$ is the $p$-adic cyclotomic character satisfying

$$\epsilon_{\text{cyc}}(l) = \langle Nl \rangle \in \mathbb{Z}_p^*, \quad l \nmid p.$$ 

- Let

$$\tilde{U} = \prod_{p | \mathfrak{p}} (U_p - \psi(p)) \in \tilde{T}_m$$

and let $U = \varphi(\tilde{U})$. If $y \in R$ and $Uy = 0$ in $W$, then $y \in (\Theta^\#)$.

Proof. We consider case 1a, with $x$ as in Theorem 8.17, as the other cases are similar (and in fact easier). Let $C = \prod_{a \subseteq \mathcal{O}_F} R/x\Theta^\#$ be the product of copies of $R/x\Theta^\#$, indexed by the set of non-zero ideals $a \subseteq \mathcal{O}_F$. There is an $R$-module homomorphism $c: S_k(n, R, \psi) \to C$ that associates to each cusp form its collection of Fourier coefficients $c(a, f)$. There is an action of the Hecke operators on $C$ given by the formula (92), and the map $c$ is Hecke equivariant.

Let $F$ denote the image of the $\tilde{T}$-span of the cusp form $F_k(\psi)$ given in Theorem 8.17 under the map $c$. This is a finite-type $R/x\Theta^\#$-module. We define $W$ to be the image of the canonical $R$-module homomorphism $\tilde{T} \to \text{End}_{R/x\Theta^#}(F)$. This construction yields a canonical surjective $R$-algebra map $\varphi: \tilde{T} \to W$ that sends a Hecke operator to its action on the Hecke span of $F_k(\psi)$ under the map $c$. In view of (103), we obtain

$$\varphi(T_l) = \epsilon_{\text{cyc}}^{k-1}(l) + \psi(l)$$

for $l \nmid np$. In particular the algebra $W$, viewed as a $T$-module through the homomorphism $\varphi$, is $m$-adically complete and we obtain an induced map

$$\varphi: \tilde{T}_m \longrightarrow W.$$ 

Let us verify the necessary properties. If $\alpha \in R$ has vanishing image in $W$, then $\alpha F_k(\psi) \equiv 0 \pmod{x\Theta^\#}$. Analyzing the congruence (101) for $m = 1$ and $m = p$, for any $p | p$, yields:

$$(x - 1)\alpha \equiv 0 \pmod{x\Theta^\#},$$

$$((1 + \psi(p))x - \psi(p))\alpha \equiv 0 \pmod{x\Theta^\#}.$$ 

Multiplying the first congruence by $(1 + \psi(p))$ and subtracting the second yields $\psi(p)\alpha \equiv 0 \pmod{x\Theta^\#}$, whence $\alpha \equiv 0 \pmod{x\Theta^\#}$. This establishes the injectivity of $R/x\Theta^\# \to W$.

For the last item we note that (100) yields

$$F_k(\psi)|_{\tilde{U}} \equiv xW_1(1, \psi_p) \pmod{x\Theta^\#}.$$ 

Therefore if $yF_k(\psi)|_{\tilde{U}} \equiv 0 \pmod{x\Theta^\#}$ for $y \in R$, then by considering the Fourier coefficient of $m = 1$ we see that $xy \in (x\Theta^\#)$ and hence $y \in (\Theta^\#)$ since $x$ is a non-zerodivisor in $R$.

The result in cases 1b and 2 can be proved analogously with $x = 1$. Note that in these cases, $\epsilon_{\text{cyc}}^{k-1}(l) = 1$ in $W$ since $\Theta^\#$ divides $\epsilon_{\text{cyc}}^{k-1}(l) - 1$ for $k - 1$ divisible by $(p - 1)p^{m'}$ and $m'$ sufficiently large. For this, it is essential that we are working on the trivial zero free quotient $R$, so $\Theta^\#$ is a non-zerodivisor. □
9 Galois representation and cohomology class

9.1 Galois representation associated to each eigenform

Let \( f \in \mathcal{M} \), as defined before Theorem 8.23, and let \( \psi \) denote the nebentypus of \( f \). The work of Hida and Wiles [49, Theorems 1 and 2] establishes a continuous Galois representation \( \rho_f : G_F \to \text{GL}_2(E) \) satisfying the following properties:

1. \( \rho \) is unramified outside \( np \).
2. For all primes \( I \nmid np \), the characteristic polynomial of \( \rho(\text{Frob}_I) \) is given
   \[
   \text{char}(\rho_f(\text{Frob}_I))(x) = x^2 - c(I, f)x + \psi(I)\epsilon_{\text{cyc}}^k(I),
   \]
   where \( \epsilon_{\text{cyc}} \) is the cyclotomic character.
3. For all \( p \mid p \), we have
   \[
   \rho_f|_{G_p} \sim \begin{pmatrix}
   \psi \eta_p^{-1} \epsilon_{\text{cyc}}^{k-1} & * \\
   0 & \eta_p
   \end{pmatrix},
   \]
   where \( \eta_p : G_p \to E^* \) is an unramified character given by \( \eta_p(\text{rec}(\varpi)) = c(p, f_p) \). Here \( \varpi \in F_p \) is a uniformizer and \( \text{rec} : F_p^* \to G_p^{ab} \) is the local Artin reciprocity map. We denote by \( V_p,f \) the eigenspace of \( \rho_f|_{G_p} \), i.e. the span of the vector \( (1,0) \) in the basis for which (105) holds.

By Čebotarev and property (2), we see that \( \text{char}(\rho_f(\sigma)) \in \mathcal{O}[x] \) for all \( \sigma \in G_F \), and furthermore (since \( f \in \mathcal{M} \)) that

\[
\text{char}(\rho_f(\sigma)) \equiv (x - 1)(x - \chi(\sigma)) \pmod{\pi_E}.
\]

For this, recall that \( \psi \equiv \chi \pmod{\pi_E} \).

Suppose that \( \tau \in G_F \) such that \( \chi(\tau) \neq 1 \). For example, we may choose \( \tau \) to be an element whose restriction to \( H \) is the complex conjugation, so that \( \chi(\tau) = -1 \). Since \( \chi \) is a prime-to-\( p \) order character, \( \chi(\tau) \neq 1 \) implies \( \chi(\tau) \not\equiv 1 \pmod{\pi_E} \), so Hensel’s Lemma implies that \( \rho_f(\sigma) \) has two distinct eigenvalues

\[
\lambda_{1,f} \equiv 1 \pmod{\pi_E}, \quad \lambda_{2,f} \equiv \chi(\tau) \pmod{\pi_E}.
\]

Ribet’s method involves comparing the “global” basis for \( \rho_f \) given by the eigenvectors of \( \rho_f(\tau) \) to the “local” basis indicated in (105). This argument, which Mazur [28] has called “Ribet’s Wrench,” does not succeed in our application if the global basis and local basis are the same. We must show, therefore, that \( \tau \) can be chosen so that neither of the eigenspaces
of $\rho_f(\tau)$ is equal to $V_{p,f}$ for any $p | p$. Furthermore, we must do this simultaneously for all the finitely many $f \in \overline{M}$.

For this, we distinguish two cases. We say that $f$ is a CM form if $\rho_f = \text{Ind}_{G_L}^{G_F} \alpha$ where $L$ is a quadratic CM extension of $F$ and $\alpha$ is a $p$-adic Hecke character of $L$. The following lemma of Ribet, proved using a group theoretic study of $\text{GL}_2$, is essential for our analysis:

**Lemma 9.1.** Let $f$ be a cuspidal eigenform of weight $k > 1$. Suppose that $f$ is not a CM form. Then the restriction of $\rho_f$ to any finite index subgroup of $G_F$ is irreducible.

**Proof.** Suppose that the restriction of $\rho_f$ to a finite index subgroup of $G_F$ is reducible. Then [36, Theorem 2.3] implies that $\rho_f$ is induced from an index 2 subgroup of $G_F$. Therefore the image of $\rho_f$ is projectively dihedral. Hence the fixed field of this index two subgroup is a CM field by [2, Page 2, Remark (ii)].

**Lemma 9.2.** Let $f \in \overline{M}$ be a CM form associated to a quadratic CM extension $L/F$, and let $p | p$. The subspace $V_{p,f}$ is not stable under $\rho_f(\tau)$ for any $\tau$ that restricts to the complex conjugation of $L$.

**Proof.** Since $f$ is ordinary at $p$, the prime $p$ splits in the quadratic extension $L/F$. It follows that $G_p \subset G_L$. Yet $\rho_f = \text{Ind}_{G_L}^{G_F} \alpha$ has two subspaces that are stable under all of $G_L$, hence $V_{p,f}$ must be one of these subspaces (note that the characters of the semisimplification of $\rho|_{G_p}$ are distinct since one is ramified and the other is not, so $\rho|_{G_p}$ cannot be a scalar representation). If this subspace were invariant under any $\tau$ restricting to the complex conjugation of $L$, it would then be invariant under all of $G_F$, contradicting the irreducibility of $\rho_f$. The result follows.

The following is a modification of Lemma 4.3 in [16].

**Proposition 9.3.** There exists $\tau \in G_F$ such that $\tau$ restricts to the complex conjugation of $G$, and such that for all $f \in \overline{M}$ and $p | p$, the subspace $V_{p,f}$ is not stable under $\rho_f(\tau)$.

**Proof.** Let $H_0$ denote the compositum of $H$ with the CM fields $L$ associated to each CM form $f \in \overline{M}$. The field $H_0$ is a finite CM abelian extension of $F$. Let $\tau_0 \in \text{Gal}(H_0/F)$ be the complex conjugation. Lemma 9.2 implies that any $\tau$ restricting to $\tau_0$ on $H_0$ satisfies the desired property for the CM forms $f \in \overline{M}$ and all $p | p$.

Now label the $V_{p,f}$ for $f \in \overline{M}$ that are not CM forms and $p | p$ by $V_1, \ldots, V_n$. We will define $\tau$ inductively starting from the ($\tau_0, H_0$) defined above as the base case. Let $1 \leq i \leq n$. Denote by $G_i \subset G_F$ the stabilizer of $V_i$ under $\rho_f$ (where $V_i = V_{p,f}$ for some $p$). By Lemma 9.1 $G_i$ has infinite index in $G_F$. We can therefore select an element $\alpha_i \in F$ that is fixed by $G_i$ and that does not lie in $H_{i-1}$. Let $H_i$ be the Galois closure of $H_{i-1}(\alpha_i)$ over $F$ and let $\tau_i \in \text{Gal}(H_i/F)$ be any element that restricts to $\tau_{i-1}$ on $H_{i-1}$ and such that $\tau_i(\alpha_i) \neq \alpha_i$. Note that any $\tau \in G_F$ restricting to $\tau_i$ on $H_i$ moves $\alpha_i$ and hence does not lie in $G_i$, i.e. does not stabilize $V_i$ under $\rho_f$. It therefore suffices to let $\tau$ be any element that restricts to $\tau_n$ on $H_n$, and the proposition follows.
We once and for all fix a $\tau$ as in Proposition 9.3 and choose the basis for each $\rho_f$ so that

$$\rho_f(\tau) = \begin{pmatrix} \lambda_{1,f} & 0 \\ 0 & \lambda_{2,f} \end{pmatrix},$$

where $\lambda_{1,f} \equiv 1 \pmod{\pi_E}$ and $\lambda_{2,f} \equiv \chi(\tau) \equiv -1 \pmod{\pi_E}$ as above. We write

$$\rho_f(\sigma) = \begin{pmatrix} a_f(\sigma) & b_f(\sigma) \\ c_f(\sigma) & d_f(\sigma) \end{pmatrix}.$$

For each $p | p$, we let

$$M_{f,p} = \begin{pmatrix} A_{f,p} & B_{f,p} \\ C_{f,p} & D_{f,p} \end{pmatrix} \in \text{GL}_2(E)$$

denote a change of basis matrix relating this basis to the one giving the local form (105), i.e. such that

$$\begin{pmatrix} a_f(\sigma) & b_f(\sigma) \\ c_f(\sigma) & d_f(\sigma) \end{pmatrix} M_{f,p} = M_{f,p} \begin{pmatrix} \psi\eta_p^{-1} e_{\text{cyc}}^{k-1}(\sigma) & * \\ 0 & \eta_p(\sigma) \end{pmatrix}$$

for all $\sigma \in G_p$. The key point of Proposition 9.3 is the following:

for every $f \in M$ and every $p | p$, we have $A_{f,p} \neq 0$ and $C_{f,p} \neq 0$. (106)

### 9.2 Galois representation associated to $T_m$

Let

$$K = \text{Frac}(T_m) = \text{Frac}(\prod_{f \in M} \mathcal{O}) = \prod_{f \in M} E.$$ (107)

Consider the Galois representation

$$\rho = \prod_{f \in M} \rho_f : G_F \longrightarrow \text{GL}_2(K).$$

Note that $\rho$ is continuous with respect to the $p$-adic topology on $K$ (since each factor $\rho_f$ is continuous) and hence continuous with respect to the $m$-adic topology on $K$, as every ideal $m^n$ is finitely generated over $\mathcal{O}$. The representation $\rho$ satisfies:

1. $\rho$ is unramified outside $np$.

2. For all primes $l \nmid np$, the characteristic polynomial of $\rho(\text{Frob}_l)$ is given

$$\text{char}(\rho(\text{Frob}_l))(x) = x^2 - T_l x + \psi(l)e_{\text{cyc}}^{k-1}(l),$$ (108)

where $\epsilon_{\text{cyc}}$ is the cyclotomic character.
(3) For all \( p \mid p \), we have

\[
\rho|_{G_p} \sim \begin{pmatrix}
\psi \eta^p_{\psi}^{-1} \epsilon^k_{\text{cyc}} & * \\
0 & \eta_p
\end{pmatrix},
\]  

(109)

where \( \eta_p : G_p \to \tilde{T}^\ast \) is the unramified character given by \( \eta_p(\text{rec}(\varpi)) = U_p \).

By Čebotarev and (108), it follows that \( \text{char} \ \rho(\sigma)(x) \in T_m[x] \) for all \( \sigma \in G_F \), and furthermore, that

\[
\text{char} \ \rho(\sigma)(x) \equiv (x - 1)(x - \chi(\sigma)) \pmod{m}.
\]

Recall the \( \tau \) fixed in the previous section, for which \( \chi(\tau) = -1 \). The polynomial \( \text{char} \ \rho(\tau) \) has two distinct roots modulo \( m \) and hence by Hensel’s lemma has two distinct roots \( \lambda_1, \lambda_2 \in T_m^\ast \), with \( \lambda_1 \equiv 1 \pmod{m} \) and \( \lambda_2 \equiv -1 \pmod{m} \).

As in \S 9.1, we choose the basis for \( \rho \) in which \( \rho(\tau) = \begin{pmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{pmatrix} \) and for a general \( \sigma \in G_F \) we write

\[
\rho(\sigma) = \begin{pmatrix} a(\sigma) & b(\sigma) \\ c(\sigma) & d(\sigma) \end{pmatrix}.
\]

For each \( p \mid p \) there is a change of basis matrix \( M_p = \begin{pmatrix} A_p & B_p \\ C_p & D_p \end{pmatrix} \in \text{GL}_2(K) \) such that

\[
\begin{pmatrix} a(\sigma) & b(\sigma) \\ c(\sigma) & d(\sigma) \end{pmatrix} M_p = M_p \begin{pmatrix} \psi \eta^p_{\psi}^{-1} \epsilon^k_{\text{cyc}} & * \\
0 & \eta_p
\end{pmatrix},
\]

(110)

for all \( \sigma \in G_p \). Here \( A_p = (A_{f,p})_{f \in M} \) under the identification (107), and similarly for \( B_p, C_p, D_p \). Therefore, (106) implies that the elements \( A_p \) and \( C_p \) are invertible in \( K \). Comparing the top left corner elements in (110) gives

\[
b(\sigma) = A_p \psi \eta^p_{\psi}^{-1} \epsilon^k_{\text{cyc}}(\sigma) - a(\sigma)
\]

(111)

for all \( \sigma \in G_p \).

9.3 Cohomology Class and Ramification away from \( p \)

In this section we construct a Galois cohomology class associated to the homomorphism \( \varphi \) constructed in Theorem 8.23. Let \( \tilde{I} \subset \tilde{T}_m \) denote the kernel of \( \varphi \) and let \( I = \tilde{I} \cap T_m \) denote the kernel of \( \varphi|_{T_m} \).

We begin by employing some standard techniques in the theory of pseudo-representations. As noted above, we have \( \text{Tr} \ \rho(\sigma) \in T_m \) for all \( \sigma \in G_F \). Furthermore, in view of (108) and the property \( \varphi(T_l) = \epsilon^k_{\text{cyc}}(l) + \psi(l) \), we find from Čebotarev that

\[
\text{Tr} \ \rho(\sigma) = a(\sigma) + d(\sigma) \equiv \epsilon^k_{\text{cyc}}(\sigma) + \psi(\sigma) \pmod{I} \quad \text{for all } \sigma \in G_F.
\]

(112)
In particular, for the fixed element $\tau$ introduced in §9.1–9.2, we obtain

$$\lambda_1 + \lambda_2 \equiv \epsilon_{\text{cyc}}^{k-1}(\tau) + \psi(\tau) \pmod{I}$$

and hence $\lambda_1, \lambda_2$ are roots of the polynomial

$$(x - \epsilon_{\text{cyc}}^{k-1}(\tau))(x - \psi(\tau)) \pmod{I}.$$  \hfill (113)

Since $\lambda_1 \equiv 1 \equiv \epsilon_{\text{cyc}}^{k-1}(\tau) \pmod{m}$ and $\lambda_2 \equiv \chi(\tau) \equiv \psi(\tau) \pmod{m}$, with $\lambda_1 \neq \lambda_2 \pmod{m}$, it follows from (113) that

$$\lambda_1 \equiv \epsilon_{\text{cyc}}^{k-1}(\tau) \pmod{I}, \quad \lambda_2 \equiv \psi(\tau) \pmod{I}.$$  \hfill (114)

The congruence (112) with $\sigma$ replaced by $\sigma \tau$ yields

$$a(\sigma)\lambda_1 + d(\sigma)\lambda_2 \equiv \epsilon_{\text{cyc}}^{k-1}(\sigma\tau) + \psi(\sigma\tau) \equiv \epsilon_{\text{cyc}}^{k-1}(\sigma)\lambda_1 + \psi(\sigma)\lambda_2.$$  \hfill (115)

The two congruences (112) and (114) may be solved, again using $\lambda_1 \neq \lambda_2 \pmod{m}$, to yield

$$a(\sigma) \equiv \epsilon_{\text{cyc}}^{k-1}(\sigma) \pmod{I}, \quad d(\sigma) \equiv \psi(\sigma) \pmod{I}$$

for all $\sigma \in G_F$ (in particular $a(\sigma), d(\sigma) \in T_m$).

Let $B_0$ be the $T_m$-submodule of $K$ generated by $\{b(\sigma) : \sigma \in G_F\}$, and let $B$ be any $T_m$-submodule of $K$ containing $B_0$. Let $B' \subset B$ be any $T_m$-submodule containing $IB_0$. Put $\overline{B} = B/B'$. Since $\rho$ is a representation, we have

$$b(\sigma\sigma') = a(\sigma)b(\sigma') + b(\sigma)d(\sigma'), \quad \sigma, \sigma' \in G_F.$$  

The congruences (115) imply that

$$\overline{b}(\sigma\sigma') \equiv \epsilon_{\text{cyc}}^{k-1}(\sigma)\overline{b}(\sigma') + \psi(\sigma')\overline{b}(\sigma) \quad \text{in } \overline{B},$$

where $\overline{b}(\sigma)$ denotes the image of $b(\sigma)$ in $\overline{B}$. It follows that the function

$$\sigma \mapsto \overline{b}(\sigma)\psi(\sigma)^{-1}.$$  \hfill (116)

is a 1-cocycle yielding a class $\kappa \in H^1(G_F, \overline{B}(\psi^{-1} \epsilon_{\text{cyc}}^{k-1}))$. If furthermore $p^m B \subset B'$ and $k \equiv 1 \pmod{(p-1)p^N}$ with $N \geq m$ (so that $\epsilon_{\text{cyc}}^{k-1} \equiv 1 \pmod{p^m}$), then multiplication by $\epsilon_{\text{cyc}}^{k-1}$ acts trivially on $\overline{B}$, and $\kappa$ may be viewed as a class

$$\kappa \in H^1(G_F, \overline{B}(\psi^{-1})).$$  \hfill (117)

**Proposition 9.4.** Let $\overline{B}$ be as above. The class $\kappa \in H^1(G_F, \overline{B}(\psi^{-1}))$ defined by (116) is unramified away from $np$, i.e. its restriction to

$$H^1(I_v, \overline{B}(\psi^{-1}))$$

vanishes for places $v \nmid np$ of $F$. Furthermore, for $v | n, v \nmid p$, the class $\kappa$ is at most tamely ramified, i.e. its restriction to the wild inertia subgroup $I_{v,1} \subset I_v$ vanishes.
Proof. The first property is trivial, since $\rho$ is unramified outside $\mathfrak{n}p$, so

$$b(\sigma) = 0 \text{ for } \sigma \in I_v, v \nmid \mathfrak{n}p.$$ 

Now for any $v$, the wild inertia group $I_{v,1}$ is a pro-$v$ group while the module $\overline{B}$ is a pro-$p$-group. It follows from continuity of cocycles that for $v \nmid p$ the entire space

$$H^1(I_{v,1}, \overline{B}(\psi^{-1}))$$

is trivial.

9.4 Surjection from $\nabla$

We recall the sets $\Sigma, \Sigma'$ from §4:

$$\Sigma = \{v \in S^\text{ram} : v \mid p\} \cup S_\infty,$$

$$\Sigma' = \{v \in S^\text{ram} : v \nmid p\} \cup T.$$ 

Recall from §4.1 that we may assume $T$ contains no primes above $p$.

As above let $B_0$ denote the $T_m$-submodule of $K$ generated by the $b(\sigma)$ for all $\sigma \in G_F$. Define $B$ to be the $T_m$-submodule of $K$ generated by $B_0$ and by the elements $A_p/C_p$ appearing in (110)–(111) for all finite $p \in \Sigma$:

$$B = (B_0, A_p/C_p : p \in \Sigma - S_\infty).$$

In case 1, when $\Sigma = S_\infty$, we have $B_0 = B$.

Let $B'$ be the $T_m$-submodule of $B$ generated by $b(\sigma)$ for $\sigma \in I_p$, as $p$ ranges over all primes dividing $\mathfrak{P}'$; these are the primes above $p$ that do not ramify in $H/F$. Define

$$\overline{B}_p = B/(IB, B', p^m B).$$

Let $\overline{B}_0 \subset \overline{B}_p$ be the image of $B_0$ in $\overline{B}_p$.

Proposition 9.5. The cohomology class $\kappa \in H^1(G_F, \overline{B}_0(\psi^{-1}))$ defined in (117) is unramified away from $\Sigma'$, tamely ramified at $\Sigma'$, and locally trivial at $\Sigma$.

Proof. We saw in Proposition 9.4 that $\kappa$ is unramified away from $\Sigma \cup \Sigma' \cup \{p \mid p\}$, and that it is tamely ramified at $\Sigma'$. For the primes $p \mid p$ not in $\Sigma$, the class $\kappa$ is unramified because in the definition of $\overline{B}_p$ we have taken the quotient by the image of inertia under $b$.

The local triviality of $\kappa$ at infinite places is automatic, since $p$ is odd. It remains to show that $\kappa$ is locally trivial at all finite $p \in \Sigma$. For this, we use equation (111). By definition, $A_p/C_p \in B$ and hence $(A_p/C_p)I \equiv 0$ in $\overline{B}$. Furthermore $\eta_p \equiv 1 \pmod{I}$ since $\phi(U_p) = 1$ for $p \in \Sigma$. This part of the argument is relevant only when $\Sigma \neq S_\infty$, i.e. case 2. As noted
at the end of the proof of Theorem 8.23, in this case we have $c^{-1} \equiv 1 \pmod{I}$. Therefore $a(\sigma) \equiv 1 \pmod{I}$ as well.

Combining these observations, we see that

$$b(\sigma) \psi^{-1}(\sigma) \equiv (1 - \psi^{-1}(\sigma)) \frac{A_p}{C_p} \pmod{I} \text{ for } \sigma \in G_p.$$

Therefore $\kappa |_{G_p}$ is a coboundary as desired.

As in §6.3, let $L/H$ be the finite abelian extension of $H$ associated to $\text{Cl}_{\Sigma}^\Sigma(H)^-$ by class field theory, i.e. such that the Artin reciprocity map yields an isomorphism

$$\text{rec}_{L/H}: \text{Cl}_{\Sigma}^\Sigma(H)^- \to \text{Gal}(L/H).$$

$L$ is the maximal abelian extension of $H$ of odd degree unramified outside of $\Sigma^\prime_H$, tamely ramified at $\Sigma^\prime_H$, split completely at $\Sigma_H$, and such that the conjugation action of complex conjugation is equal to inversion on $\text{Gal}(L/H)$.

It is natural to consider $\mathcal{B}_0(\psi^{-1})$ as an $R^\#$-module. This is the space $\mathcal{B}_0$ in which the action of $R^\#$ is given by

$$(r, b) \mapsto r^\# \cdot b,$$

with the action on the right the usual action of $R$ on $\mathcal{B}_0$. With this notation, the $G$-module action on $\mathcal{B}_0(\psi^{-1})$ is consistent with the $R^\#$-module action via the projection $O[G] \to R^\#$.

**Corollary 9.6.** There is a canonical $R^\#$-module surjection

$$\alpha: \text{Cl}_{\Sigma}^\Sigma(H)^{R^\#} \to \mathcal{B}_0(\psi^{-1})$$

induced by $\alpha(a) = \overline{b}(\sigma)$ for $a \in \text{Cl}_{\Sigma}^\Sigma(H)$, where $\sigma$ denotes any lift of $\text{rec}_{L/H}(a)$ to $G_H \subset G_F$.

**Proof.** The character $\psi$ acts through $G = \text{Gal}(H/F)$, so its restriction to $G_H$ is trivial. We consider the restriction

$$\kappa_H = \text{res}_{G_H} \kappa \in H^1(G_H, \mathcal{B}_0)^{G = \psi^{-1}} = \text{Hom}_{\text{cont}}(G_H^{ab}, \mathcal{B}_0)^{G = \psi^{-1}}.$$

The superscript indicates that we consider the space of continuous homomorphisms that are $G$-equivariant, where $G$ acts on $G_H^{ab}$ via conjugation by a lift to $G_H$ and on $\mathcal{B}_0$ via the character $\psi^{-1}$.

By Proposition 9.5 the fixed field of the kernel of the homomorphism $\kappa_H$, which we denote $L'$, is unramified outside of $\Sigma^\prime_H$, tamely ramified at $\Sigma^\prime_H$, and split completely at $\Sigma_H$. Therefore $L' \subset L$ and we get maps

$$\text{Cl}_{\Sigma}^\Sigma(H)^- \xrightarrow{\text{rec}_{L/H}} \text{Gal}(L/H) \xrightarrow{\kappa_H} \mathcal{B}_0(\psi^{-1}).$$

Furthermore these maps are $G$-equivariant (where on the middle two terms $G$ acts by conjugation, and as indicated $G$ acts on $\mathcal{B}_0$ via $\psi^{-1}$). By construction, the composition of maps
in (119) is given by \(a \mapsto b(\sigma)\), with notation as in the statement of the corollary. It remains to prove that if we extend scalars to \(R^\#\), then the induced map

\[ \alpha: \text{Cl}_\Sigma^{\psi}(H)_{R^\#} \rightarrow \mathcal{B}_0(\psi^{-1}) \]

is surjective. Denote by \(B_\alpha\) the image of \(\alpha\), and write \(\mathcal{B}_\alpha = \mathcal{B}_0/B_\alpha\). By construction, \(B_\alpha\) contains \(b(\sigma)\) for all \(\sigma \in G_H\), so the image of \(\kappa_H\) in \(H^1(G_H, \mathcal{B}_\alpha)\) is trivial. By Lemma 6.6 this implies that the image of \(\kappa\) in \(H^1(G_F, \mathcal{B}_\alpha(\psi^{-1}))\), denoted \(\kappa_\alpha\), is trivial. Yet if we write \(\kappa_\alpha\) as a coboundary:

\[ \kappa_\alpha(\sigma) = (1 - \psi^{-1}(\sigma))t \]

for \(t \in \mathcal{B}_\alpha\), then evaluating at \(\sigma = \tau\) shows that \(t = 0\) (since \(\kappa(\tau) = 0\) and \(\psi(\tau) = -1\)). Therefore \(\kappa_\alpha\) is zero as a cocycle, not just as a cohomology class. But the values of the cocycle \(\kappa\) generate the module \(B_0\), and hence \(\kappa_\alpha\) generates the module \(\mathcal{B}_\alpha\). It follows that \(\mathcal{B}_\alpha = 0\), i.e. that \(\alpha\) is surjective.

Next we consider the quotient \(T_m\)-module \(\mathcal{B}_1 = \mathcal{B}_p/\mathcal{B}_0\). This module is generated by the \(A_p/C_p\) for finite \(p \in \Sigma\). In fact, since the definition of \(\varphi\) implies that every element of \(T_m\) is congruent modulo \(I\) to an element of \(R\), it follows that \(\mathcal{B}_1\) is generated over \(R\) by the \(A_p/C_p\).

**Proposition 9.7.** There is a canonical \(R^\#\)-module surjection

\[ \gamma: (X_{H,\Sigma})_{R^\#} \rightarrow \mathcal{B}_1(\psi^{-1}). \]

**Proof.** By construction there is a canonical \(R\)-module surjection

\[ \gamma: \bigoplus_{p \in \Sigma} R^\# \rightarrow \mathcal{B}_1(\psi^{-1}) \]

that sends a basis vector associated to \(p \in \Sigma\) to \(-A_p/C_p\).

Since \(R^\#\) is a quotient of a component of \(O[G]\) corresponding to an odd (and in particular nontrivial) character \(\chi^{-1}\), we have

\[ (X_{H,\Sigma})_{R^\#} \cong (Y_{H,\Sigma})_{R^\#} = \bigoplus_{p \in \Sigma} (\mathbb{Z}[G/G_p] \otimes_{\mathbb{Z}[G]} R^\#) \cong \bigoplus_{p \in \Sigma} R^#/\Delta G_p. \]

Here \(G_p \subset G\) is the decomposition group at \(p\) in \(G\) and \(\Delta G_p \subset R^\#\) is the ideal generated by \(\psi(g) - 1\) for \(g \in G_p\). To show that the map \(\gamma\) factors through \((X_{H,\Sigma})_{R^\#}\), we must show that

\[ (\psi(g) - 1)\frac{A_p}{C_p} \equiv 0 \quad \text{in} \quad \mathcal{B}_1(\psi^{-1}). \]

This follows directly from (118). The left side of that congruence vanishes in the quotient \(\mathcal{B}_1\) of \(\mathcal{B}_p\). \(\square\)
Combining Corollary 9.6, Proposition 9.7, and the sequence (70), we have constructed the solid arrows in a commutative diagram as follows:

$$
\begin{array}{ccccccccc}
0 & \longrightarrow & \text{Cl}_\Sigma^\psi (H)_{R^\#} & \longrightarrow & \nabla^{\psi}_{\Sigma^\psi} (H)_{R^\#} & \longrightarrow & (X_{H,\Sigma})_{R^\#} & \longrightarrow & 0 \\
\downarrow \alpha & & \downarrow \beta & & \downarrow \gamma & & & & \\
0 & \longrightarrow & B_0(\psi^{-1}) & \longrightarrow & B_p(\psi^{-1}) & \longrightarrow & B_1(\psi^{-1}) & \longrightarrow & 0.
\end{array}
$$

(120)

**Theorem 9.8.** There exists an $R$-module surjection $\beta : \nabla^{\psi}_{\Sigma^\psi} (H)_{R^\#} \rightarrow B_p(\psi^{-1})$ completing the commutative diagram (120).

**Proof.** As we now explain, the essential content of this theorem is property (P2), i.e. Lemma 6.7, the Galois cohomological interpretation of the extension class corresponding to $\nabla^{\psi}_{\Sigma^\psi} (H)$. Let $\eta_1 \in \text{Ext}^1_{R^\#}((X_{H,\Sigma})_{R^\#}, \text{Cl}_\Sigma^\psi (H)_{R^\#})$, $\eta_2 \in \text{Ext}^1_{R^\#}(B_1(\psi^{-1}), B_0(\psi^{-1}))$ be the extension classes corresponding to the rows of the diagram (120). Pushout by $\alpha$ and pullback by $\gamma$, respectively, yield classes

$$
\alpha_* \eta_1, \gamma^* \eta_2 \in \text{Ext}^1_{R^\#}((X_{H,\Sigma})_{R^\#}, B_0(\psi^{-1})).
$$

Proving that $\alpha_* \eta_1 = \gamma^* \eta_2$ will yield the desired result. For then, if we let $Z_1, Z_2$ denote $R$-modules representing these extension classes, we obtain a commutative diagram:

$$
\begin{array}{ccccccccc}
0 & \longrightarrow & \text{Cl}_\Sigma^\psi (H)_{R^\#} & \longrightarrow & \nabla^{\psi}_{\Sigma^\psi} (H)_{R^\#} & \longrightarrow & (X_{H,\Sigma})_{R^\#} & \longrightarrow & 0 \\
\downarrow \alpha & & \downarrow \beta & & \downarrow \gamma & & & & \\
0 & \longrightarrow & B_0(\psi^{-1}) & \longrightarrow & Z_1 & \longrightarrow & (X_{H,\Sigma})_{R^\#} & \longrightarrow & 0 \\
\downarrow & & \downarrow \iota & & \downarrow & & & & \\
0 & \longrightarrow & B_0(\psi^{-1}) & \longrightarrow & Z_2 & \longrightarrow & (X_{H,\Sigma})_{R^\#} & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow \gamma & & & & \\
0 & \longrightarrow & B_0(\psi^{-1}) & \longrightarrow & B_p(\psi^{-1}) & \longrightarrow & B_1(\psi^{-1}) & \longrightarrow & 0.
\end{array}
$$

(121)

The desired surjection $\beta$ is given by composition of the middle vertical arrows.

To prove $\alpha_* \eta_1 = \gamma^* \eta_2$, we interpret these extension classes in terms of Galois cohomology using the isomorphism

$$
\text{Ext}^1_{R^\#}((X_{H,\Sigma})_{R^\#}, B_0(\psi^{-1})) \cong \bigoplus_{v \in \Sigma} H^1(G_v, B_0(\psi^{-1}))
$$

(122)

described in (81). We will show that the component at $v$ for both $\alpha_* \eta_1$ and $\gamma^* \eta_2$ is equal to the unique class whose inflation to $H^1(G_{F_v}, B_0(\psi^{-1}))$ is $\text{res}_{G_{F_v}}^G \kappa$.
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Lemma 6.7 implies that under the isomorphism (122), we have \( \alpha \ast \eta_1 = (\alpha \ast \lambda_v) \in \Sigma \) where \( \lambda_v \) is the cohomology class defined in §6.3. Reviewing this definition, the class \( \alpha \ast \lambda_v \) is given as follows. Consider the class in 
\[ H^1(G_H, \mathcal{B}_0(\psi^{-1})) = \text{Hom}_{\text{cont}}(G_H, \mathcal{B}_0(\psi^{-1})) \]
given by the composition of the homomorphisms 
\[ G_H \longrightarrow \text{Gal}(L/H) \longrightarrow \text{Cl}_{\Sigma}^\Sigma(H) \longrightarrow \mathcal{B}_0(\psi^{-1}). \]
By the explicit formula for \( \alpha \) given in Corollary 9.6, this composition is simply \( \sigma \mapsto b(\sigma) \) for \( \sigma \in G_H \). Next we must lift this homomorphism to a (unique) class in 
\[ H^1(G_{F,v}, \mathcal{B}_0(\psi^{-1})) \in \Sigma \]
denoting the component at \( v \in \Sigma \) of \( \gamma^* \eta_2 \). Then by the definition of \( \gamma \) and in view of (82), we have 
\[ \gamma_v(g) = (1 - \psi^{-1}(g)) \frac{A_v}{C_v}, \quad g \in G_v. \]
By our favorite equation (118), the right hand side has image \( \kappa(\sigma) \in \mathcal{B}_0(\psi^{-1}) \), where \( \sigma \) is any lift of \( g \) to \( G_{F,v} \). In other words, \( \gamma_v \) is the unique class whose inflation is equal to \( \text{res}_{G_{F,v}}^G \kappa \in H^1(G_{F,v}, \mathcal{B}_0(\psi^{-1})) \).

This concludes the proof that \( \alpha \ast \eta_1 = \gamma^* \eta_2 \) and completes the proof of the theorem.

9.5 Calculation of Fitting Ideal

In this section we will prove that 
\[ \text{Fitt}_R(\mathcal{B}_p) \subset (\Theta^\#) \]
(note we have not twisted by \( \psi^{-1} \) here) and use this to conclude the desired result 
\[ \text{Fitt}_R(\text{Sel}_{\Sigma}^\Sigma(H)_R) \subset (\Theta^\#). \]

Lemma 9.9. The module \( B_0 \) can be generated over \( R \) by finitely many elements \( b_1, \ldots, b_n \) that are non-zerodivisors (i.e. invertible) in \( K = \text{Frac}(T_m) \).

Proof. Recall that \( K = \text{Frac}(T_m) = \prod_{f \in M} E \), with each factor corresponding to a cuspidal eigenform \( f \), and \( E = \text{Frac}(O) \) a finite extension of \( \mathbb{Q}_p \). We will denote the \( i \)th factor \( E \) in
this finite product as $E_i$, and the corresponding eigenform by $f_i$. The homomorphism $\rho$ is continuous and hence $B_0$ is a compact subset of $K$. It is therefore finitely generated over $\mathcal{O}$ and hence finitely generated over $R$.

Suppose we start with any finite generating set $b_1, \ldots, b_n$. We claim we can alter these generators such that each $b_i$ is a non-zerodivisor in $K$, i.e. such that the projection of each $b_i$ to each factor $E_j$ is nonzero. We prove this by induction on the total number of zero projections of the $b_i$ onto $E_j$. Suppose that $b_i$ has zero projection onto some factor $E_j$. Since the individual representations $\rho_{f_j}$ are irreducible, some other $b_k$ must have nonzero projection onto $E_j$. If we replace $b_i$ by $b_i + tb_k$ for any nonzero $t \in \mathcal{O}$, the new $b_i$ has nonzero projection onto $E_j$. Furthermore, at most finitely many $t$ introduce a new zero projection of $b_i$ onto some other $E_j$. Avoiding these finitely many $t$, we can choose a $t$ that decreases the total number of zeros. Furthermore, the replacement $b_i \mapsto b_i + tb_k$ does not change the span of the $b_i$, and hence preserves the property that they generate $B_0$ over $R$. Continuing in this fashion, we can repeatedly reduce the number of zero projections of the $b_i$ on to the $E_j$ until there are none remaining. This concludes the proof. □

**Theorem 9.10.** We have $\Fitt_R(\overline{B}_p) \subset (\Theta^\#)$.

**Proof.** Let $p_1, \ldots, p_r$ denote the primes of $F$ above $p$ not contained in $\Sigma$ (i.e. those dividing $\mathfrak{P}'$). For each $p_i$, choose an element $\sigma_i \in G_{p_i} \subset G_F$ that lifts rec($\varpi_i^{-1}$) $\in \mathfrak{g}^{ab}_{p_i}$, where $\varpi_i$ is a uniformizer for $F_{p_i}$. By (111) we have

$$c_i := b(\sigma_i)\psi(p_i)^{1-k}(\sigma_i) = \frac{A_i}{C_i}(U_{p_i} - \psi(p_i) + I) \in B.$$ 

Here and throughout this proof, we use the notation $a = b + I$ to mean $a = b + i$ for some $i \in I$ to avoid needing to add distinct variable names for each such $i$ that appears. We have also written $A_i/C_i$ for $A_{p_i}/C_{p_i}$.

Let $b_1, \ldots, b_n$ be $R$-module generators of $B$ that are not zerodivisors in $K$; we can choose the generators of $B_0$ as given by Lemma 9.9 along with the $A_{p_i}/C_{p_i}$ for finite $p \in \Sigma$. To calculate $\Fitt_R(\overline{B}_p)$ we use the generating set $c_1, \ldots, c_r, b_1, \ldots, b_n$ for $\overline{B}_p$. Of course, these first $r$ generators are not necessary, but including them will aid us in proving the theorem. Suppose we have a matrix

$$M \in M_{(n+r)\times(n+r)}(R)$$

such that each row of $M$ represents a relation amongst our generators, i.e. such that

$$M(c_1, \ldots, c_r, b_1, \ldots, b_n)^T \equiv 0 \text{ in } (\overline{B}_p)^{n+r}.$$

By definition of Fitting ideal, the theorem will follow if we can show that $\det(M) \in (\Theta^\#)$.

Write $M = (W|Z)$ in block matrix form, where

$$W = (w_{ij}) \in M_{(n+r)\times r}(R), \quad Z = (z_{ij}) \in M_{(n+r)\times n}(R).$$
Note that by [111], since $\psi$ and $\eta_p$, are unramified at $p_i$ and $a(\sigma) \equiv \epsilon_{\text{cyc}}^{k-1} \pmod{I}$, we have

$$b(I_{p_i}) \subset \frac{A_i}{C_i} I.$$ 

Also, since the $b_i$ generate $B$, every element of $IB$ can be written as a sum of elements of the form $b_it_i$ with $t_i \in I$. Therefore each relation

$$\sum_{j=1}^{r} w_{ij}c_j + \sum_{j=1}^{n} z_{ij}b_j \equiv 0 \pmod{I_p}$$

can be expressed as in equality in $B$ as

$$\sum_{j=1}^{r} \frac{A_j}{C_j}(w_{ij}(U_{p_j} - \psi(p_j)) + I) + \sum_{j=1}^{n}(z_{ij} + I + p^mR)b_j = 0.$$ 

It follows that if we define a matrix $M' \in M_{(n+r) \times (n+r)}(K)$ in block form by

$$M' = \left( \begin{array}{c|c} \frac{A_j}{C_j}(w_{ij}(U_{p_j} - \psi(p_j)) + I) & (z_{ij} + I + p^mR)b_j \end{array} \right),$$

then $\det(M') = 0$ in $K$ since it has rows that sum to 0. We can cancel the factors $A_j/C_j$ and $b_j$ scaling the columns of $M'$, since these are non-zerodivisors in $K$. We obtain that $\det(M'') = 0$ where

$$M'' = \left( \begin{array}{c|c} (w_{ij}(U_{p_j} - \psi(p_j)) + I) & (z_{ij} + I + p^mR) \end{array} \right) \in M_{(n+r) \times (n+r)}(\tilde{T}_m).$$

Recall from the notation of Theorem 8.23, we have

$$\prod_{i=1}^{r}(U_{p_j} - \psi(p_j)) = \bar{U} \in \tilde{T}_m.$$ 

Taking the determinant of $M''$ and applying $\varphi$, we obtain

$$0 = \varphi(\det(M'')) = \bar{U}(\det(M) + p^mR) \in W.$$ 

Therefore, by the last statement in Theorem 8.23, we obtain that

$$\det(M) + p^mR \in (\Theta^\#). \quad (123)$$

Since $\Theta^\#$ divides $p^m$, $\det(M) \in (\Theta^\#)$ as desired.

It is worth noting that the last statement of Theorem 8.23, which allowed for the deduction of (123), was heavily dependent on the presence of the factor $x$ in our congruence (100) in case 1a. The fact that we are able to construct a “higher congruence” (i.e. modulo $x\Theta^\#$ rather than just $\Theta^\#$) is essential for our proof.
Corollary 9.11. We have

\[ \text{Fitt}_R(\text{Sel}^\Sigma'_\Sigma(H)_R) \subset (\Theta^\#). \]

Proof. Theorem 9.10 states that \( \text{Fitt}_R(B_p) \subset (\Theta^\#) \), hence

\[ \text{Fitt}_R(B_p(\psi^{-1})) \subset (\Theta). \]

Theorem 9.8 states that there is an \( R \)-module surjection \( \nabla_{\Sigma'}^{\Sigma}(H)_R \overset{\pi}{\rightarrow} B_p(\psi^{-1}) \), whence

\[ \text{Fitt}_R(\nabla_{\Sigma'}^{\Sigma}(H)_R) \subset (\Theta). \]

Finally, by Corollary 6.5 we obtain

\[ \text{Fitt}_R(\text{Sel}^\Sigma'_\Sigma(H)_R) \subset (\Theta^\#) \]

as desired. \( \square \)

A Appendix: Construction and Properties of \( \nabla \)

Let \( \Sigma, \Sigma' \) denote finite disjoint sets of places of \( F \) with \( \Sigma \supset S_\infty \). In this section we define the module \( \nabla_{\Sigma}'^{\Sigma} \) following the methods of Ritter–Weiss [39].

A.1 Construction of \( \nabla \)

To define \( \nabla_{\Sigma}'^{\Sigma} \), we introduce an auxiliary finite set of primes \( S' \) of \( F \) that contains \( \Sigma \) and is disjoint from \( \Sigma' \). We choose \( S' \) such that the places in \( S' - \Sigma \) are unramified in \( H \). We furthermore assume that \( S' \) is large enough so that \( \text{Cl}^{\Sigma'}_{\Sigma'}(H) = 1 \) and such that the union of the decomposition groups \( G_v \) for \( v \in S' \) is all of \( G \). Although it is not used in this work, we prove in §A.2 that the construction of \( \nabla_{\Sigma}'^{\Sigma} \) is independent of the chosen auxiliary set \( S' \).

For each place \( v \in S' \), we fix a place \( w \) of \( H \) above \( v \). Ritter–Weiss define \( \mathbb{Z}[G] \)-modules \( V_w \) and \( W_w \) sitting in exact sequences:

\[
1 \rightarrow H^*_w \rightarrow V_w \rightarrow \Delta G_v \rightarrow 1
\]

\[
1 \rightarrow \mathcal{O}^*_w \rightarrow V_w \rightarrow W_w \rightarrow 1.
\]

Also, we let \( U_w \subset \mathcal{O}^*_w \) denote the group of 1-units. If \( v \in S' - \Sigma \), then \( v \) is unramified in \( H \) so \( W_w \cong \mathbb{Z}[G_v] \) (see [39, Lemma 5]).

Define

\[
J = \prod_{w \in \Sigma_H \cup \Sigma'_H} \mathcal{O}^*_w \prod_{w \in \Sigma_H} H^*_w \prod_{w \in \Sigma'_H} U_w,
\]

\[
V = \prod_{w \in S'_H \cup \Sigma'_H} \mathcal{O}^*_w \prod_{v \in S'} \text{Ind}^G_{G_v} V_w \prod_{w \in \Sigma'_H} U_w,
\]

\[
W = \prod_{v \in S' - \Sigma} \mathbb{Z}[G] \prod_{v \in \Sigma} \text{Ind}^G_{G_v} \Delta G_v.
\]
so that we have an exact sequence of $G$-modules

$$1 \to J \to V \to W \to 1.$$  \hfill (124)

Next, we consider the canonical extension (see pg. 148 of [39])

$$1 \to C_H = A_H^*/H^* \to \mathcal{O} \to \Delta G \to 1$$  \hfill (125)

associated to the global fundamental class in $H^2(G, C_H)$.

As in [39, Theorem 1], there is a canonical map between the extensions (124) and (125):

$$
\begin{array}{cccc}
1 & \to & J & \to & V & \to & W & \to & 1 \\
\downarrow \theta_J & & \downarrow \theta & & \downarrow \theta_W & & & & \\
1 & \to & C_H & \to & \mathcal{O} & \to & \Delta G & \to & 1.
\end{array}
$$  \hfill (126)

Our map $\theta$ is the restriction of the map $\theta$ appearing in [39]; in the context of [39], the map $\theta$ is shown to be surjective. We must show that it remains surjective after restricting to our module $V$.

**Lemma A.1.** The map $\theta$ in (126) is surjective.

**Proof.** The same proof as in [39, Page 162] works, and for completeness we recall it. Define

$$J' = \prod_{w \in \Sigma_H \cup S_H'} \mathcal{O}_w^* \prod_{w \in S_H'} H_w^* \prod_{w \in \Sigma_H} U_w,$$

$$W' = \prod_{v \in S'} \text{Ind}_{G_v}^G \Delta G_v.$$

We then obtain

$$
\begin{array}{cccc}
1 & \to & J' & \to & V & \to & W' & \to & 1 \\
\downarrow \theta_{J'} & & \downarrow \theta & & \downarrow \theta_{W'} & & & & \\
1 & \to & C_H & \to & \mathcal{O} & \to & \Delta G & \to & 1.
\end{array}
$$  \hfill (127)

where the middle vertical arrow $\theta$ is the same as in (126). Yet now $\theta_{J'}$ is surjective, since its cokernel is $\text{Cl}_{S'}^H(H) = 1$, by our assumption on $S'$. It remains to see that $\theta_{W'}$ is surjective, and this follows easily from the other assumption on $S'$ (see the argument below diagram 3 on page 162 of [39]). \hfill $\square$

Applying the snake lemma to (126) yields an exact sequence

$$1 \to \mathcal{O}_{H, \Sigma \Sigma'}^* \to V^\theta \to W^\theta \to \text{Cl}_{\Sigma}^H(H) \to 1,$$  \hfill (128)

where $V^\theta = \ker \theta$, $W^\theta = \ker \theta_{W'}$. We define

$$B = \prod_{v \in S'} \mathbb{Z}[G]$$
and note that we have a commutative diagram with exact rows:

\[
\begin{array}{ccccccccc}
0 & \rightarrow & W & \rightarrow & B & \rightarrow & Y_{H, \Sigma} = \prod_{v \in \Sigma} \text{Ind}_{G_v}^G \mathbf{Z} & \rightarrow & 0 \\
& & \theta_W & \downarrow & \theta_B & & & & \\
0 & \rightarrow & \Delta G & \rightarrow & Z[G] & \rightarrow & Z & \rightarrow & 0.
\end{array}
\]  

(129)

The map \(\theta_B\) is the identity in the factors corresponding to \(v \in \Sigma\), and is multiplication by \(\sigma_v - 1\) (where \(\sigma_v \in G_v \subset G\) denotes Frobenius at \(v\)) in the factors corresponding to \(v \in S' - \Sigma\) (see [39, Lemma 5]). Since \(\theta_W\) is surjective, taking kernels in (129) yields a short exact sequence

\[
0 \rightarrow W^\theta \rightarrow B^\theta \rightarrow X_{H, \Sigma} \rightarrow 0.
\]  

(130)

Note that \(B^\theta\) is a free \(\mathbf{Z}[G]\)-module of rank \(#\Sigma - 1\).

Define \(\nabla_{\Sigma'}\) to be the cokernel of the composite map \(V^\theta \rightarrow W^\theta \rightarrow B^\theta\). Comparing (128) and (130) we obtain two exact sequences

\[
0 \rightarrow \mathcal{O}_{H, \Sigma, \Sigma'}^* \rightarrow V^\theta \rightarrow B^\theta \rightarrow \nabla_{\Sigma'} \rightarrow 0,
\]  

(131)

\[
0 \rightarrow \text{Cl}_{\Sigma}^\Sigma(H) \rightarrow \nabla_{\Sigma'} \rightarrow X_{H, \Sigma} \rightarrow 0.
\]  

(132)

We have therefore constructed the \(\mathbf{Z}[G]\)-module \(\nabla_{\Sigma'}\) satisfying property \((P1)\) of §6. We now explore the other properties.

### A.2 Independence of \(S'\)

Although we do not use it, for the sake of completeness we prove in this section that the module \(\nabla_{\Sigma'}\)—moreover, the extension class it defines via the sequence (132)—is independent of the choice of auxiliary set \(S'\) used in the construction. This follows (by identifying the construction for two different sets \(S'_1\) and \(S'_2\) with the one for \(S'_1 \cup S'_2\)) from the following lemma.

**Lemma A.2.** Let \(\nabla\) and \(\nabla'\) be constructed as in §A.2 with the same sets \(\Sigma, \Sigma', \) but different auxiliary sets \(S'\) and \(S' \cup \{v\}\). Then there is an equivalence between the extensions (132) associated to \(\nabla\) and \(\nabla'\), i.e. an isomorphism \(\nabla \rightarrow \nabla'\) fitting into a commutative diagram

\[
\begin{array}{ccccccccc}
0 & \rightarrow & \text{Cl}_{\Sigma}^\Sigma(H) & \rightarrow & \nabla & \rightarrow & X_{H, \Sigma} & \rightarrow & 0 \\
& & \downarrow & \downarrow & \downarrow & & \downarrow & & \\
0 & \rightarrow & \text{Cl}_{\Sigma}^\Sigma(H) & \rightarrow & \nabla' & \rightarrow & X_{H, \Sigma} & \rightarrow & 0.
\end{array}
\]  

(133)

**Proof.** Let \(V, W, B\) denote the modules defined above in the construction of \(\nabla_{\Sigma'}\) using the auxiliary set \(S'\), and let \(V', W', B'\) denote these same modules when \(S'\) is replaced by \(S' \cup \{v\}\). Then it follows from the definitions that there is an exact sequence

\[
0 \rightarrow V \rightarrow V' \rightarrow \text{Ind}_{G_v}^G W_w \rightarrow 0,
\]
with \( \text{Ind}_{G_v} G \cong \mathbb{Z}[G] \) since \( v \) is unramified in \( H \) ([39, Lemma 5]). Since the homomorphisms \( \theta : V, V' \to \mathcal{O} \) are surjective and compatible with the map \( V \to V' \), it follows that we obtain

\[
0 \to V^\theta \to (V')^\theta \to \mathbb{Z}[G] \to 0.
\]

It is similarly clear from the definitions that we obtain the same exact sequences with \((V, V')\) replaced by \((W, W')\) and \((B, B')\); in fact in these cases the exact sequences are split. The induced maps on the quotients \( \mathbb{Z}[G] \) associated to \((V^\theta, (V')^\theta) \to (W^\theta, (W')^\theta) \) and \((W^\theta, (W')^\theta) \to (B^\theta, (B')^\theta) \) are the identity. It follows that the induced map \( \nabla \to \nabla' \) is an isomorphism.

The fact that this isomorphism fits into the commutative diagram (133) is a similar arrow chase. The map \( B^\theta \to X_{H, \Sigma} \) forgets the components away from \( \Sigma \), so commutativity of the right square of (133) is clear. For the left square, recall how the map \( \text{Cl}^\Sigma_{\Sigma'}(H) \to V \) is defined using the snake lemma. Fix an element \( x \in C_H \) representing a class \( \bar{x} \in \text{Cl}^\Sigma_{\Sigma'}(H) \). Its image in \( \mathcal{O} \) may be written \( \theta(y) \) for some \( y \in V \), whose image \( \bar{y} \) in \( W \) necessarily lies in \( W^\theta \). The image of \( \bar{y} \) in \( \nabla \) is the definition the image of \( \bar{x} \) under \( \text{Cl}^\Sigma_{\Sigma'}(H) \to \nabla \). When making the same calculation for \( \nabla' \), we may choose the lift \( \theta'(y') \) for the image of \( x \) in \( \mathcal{O} \), where \( y' \) is the image of \( y \) under \( V \to V' \). Then the image of \( \bar{y}' \) in \( \nabla' \) is the image of \( \bar{y} \) in \( \nabla \), and we obtain commutativity of the left square of (133).

A.3 Extension class via Galois cohomology

As in §6.3 we set \( M = \text{Cl}^\Sigma_{\Sigma'}(H)^{-} \) and let \( L \) denote the field extension of \( H \) corresponding to \( M \) via class field theory. In Lemma 6.6 we gave formal proof that the Artin reciprocity map

\[
\varphi : G_H \to \text{Gal}(L/H) \cong M,
\]

viewed as an element of \( H^1(G_H, M) \), lifts to a unique class \( \lambda \in H^1(G_F, M) \). A cocycle representing \( \lambda \) is given by

\[
\lambda(g) = \varphi(\text{c} \text{c}^{-1}g^{-1})^{1/2},
\]

(134)

where \( c \) is any fixed complex conjugation in \( G_F \) and \( m^{1/2} \) denotes the unique square root of the element \( m \) in the finite abelian group of odd order \( M \). It is elementary to check that the function defined by (134) is a well-defined cocycle representing a class in \( H^1(G_F, M) \). Furthermore, if \( g \in G_H \), then since complex conjugation acts as inversion on \( M \) we have \( \varphi(\text{c}^{-1}g^{-1}) = \varphi(g) \) and hence \( \lambda(g) = \varphi(g^2)^{1/2} = \varphi(g) \).

Recall that in §6.3 we explained how restriction to the decomposition group at \( v \) in \( G_F \) gives rise to classes \( \lambda_v \in H^1(G_v, M) \). We now prove Lemma 6.7, restated below.

Lemma A.3. The extension class in \( \text{Ext}^1_{\mathbb{Z}[G]}(X_{H, \Sigma}, M) \) determined by \( \nabla^\Sigma_{\Sigma'}(H)^{-} \) corresponding to the minus part of the exact sequence (70) is equal to \( (\lambda_x)_{x \in \Sigma} \) under the isomorphism (81).
Proof. Recall the explicit description of the isomorphism \(\mathbf{81}\) given in \([6.3]\). With \(\gamma_v\) defined as in \([82]\), it suffices to show that we can choose \(x\) such that \(\gamma_v = \lambda_v\).

This requires the explicit construction of \(\nabla^\Sigma_{\Sigma}^{-}\) in \([A.1]\). Recall that \(S'\) was chosen so that the \(G_v\) for \(v' \in S'\) cover \(G\); in particular, there exists \(v' \in S'\) such that \(c \in G_v\) (here \(c\) is complex conjugation). For notational simplicity we assume that the Frobenius of \(v'\) in \(G\) is equal to \(c\) (we are of course free to add a \(v'\) with this property to the set \(S'\)). The restriction of \(\theta_B\) to the factor corresponding to \(v'\) is therefore \(y \mapsto y \cdot (c - 1)\). Hence an explicit element \(\bar{x} \in B^\theta_{\Sigma} \subset \prod_{S'} \mathbb{Z}[G]^{-}\) lifting \(\frac{1}{2}(w - \bar{w}) \in X_{H,\Sigma}^{-}\) is the tuple having coordinate at \(v\) equal to \((1 - c)/2\), coordinate at \(v'\) equal to \(1/2\), and all other coordinates equal to \(0\). For \(g \in G_v\),

\[
\alpha_v(x) = (g - 1) \bar{x} = ((1 - c)(g - 1))/2, \ (g - 1)/2, 0)_{v,v',v' \neq v,v'}.
\]

This is an element of \(W^\theta_{\Sigma}\) and to conclude we must compute its image in \(M\) under the snake map \(W^\theta \rightarrow M\) associated to \([126]\). This snake map was described explicitly in \([39\), Theorem 5], as follows. Write \(\tilde{G} = \text{Gal}(L/F)\), where as above \(L\) is the extension of \(H\) corresponding to \(M\) via class field theory. Write \((\Delta\tilde{G})\) for the augmentation ideal of \(\mathbb{Z}[\tilde{G}]\) and let \(\Delta(\tilde{G}, M)\) denote the kernel of the canonical map \(\mathbb{Z}[\tilde{G}] \rightarrow \mathbb{Z}[G]\). There is a canonical short exact sequence

\[
0 \rightarrow M \xrightarrow{\Delta(\tilde{G}, M)} \frac{\Delta(\tilde{G}, M)}{\Delta(\tilde{G}, M)\Delta G} \rightarrow \Delta G \rightarrow 0. \tag{135}
\]

Ritter and Weiss associate to an element \(w \in W\) an element \(\rho(w) \in \Delta\tilde{G}/\Delta(\tilde{G}, M)\Delta\tilde{G}\). When \(w \in W^\theta\), the element \(\rho(w)\) has trivial image in \(\Delta G\) and hence gives rise to an element of \(M\); this is the explicit description of the snake map \(W^\theta \rightarrow M\).

The components \(\rho_v, \rho_{v'}\) of the map \(\rho\) have slightly different definitions in the case \(v \in \Sigma\), when the corresponding component of \(W\) is

\[
\text{Ind}^\tilde{G}_{G_v} \Delta G_v = \mathbb{Z}[G] \otimes_{\mathbb{Z}[G_v]} \Delta G_v \subset \mathbb{Z}[G] \otimes_{\mathbb{Z}[G_v]} \mathbb{Z}[G_v] = \mathbb{Z}[G],
\]

and the case \(v' \in S' - \Sigma\) when the corresponding component of \(W\) is

\[
\mathbb{Z}[G] \otimes_{\mathbb{Z}[G_v]} \mathbb{Z}[G_v] = \mathbb{Z}[G].
\]

To describe these, let \(\tilde{g}\) and \(\tilde{c}\) represent lifts to \(\tilde{G}\) of \(g\) and \(c\) lying in the decomposition group associated to \(v\) and \(v'\), respectively. For \(v\), we write the corresponding component of \(2\gamma_v(x) = 2(g - 1) \bar{x}\) as \((1 - c) \otimes (g - 1)\), and then

\[
\rho_v((1 - c) \otimes (g - 1)) = (1 - \tilde{c})(\tilde{g} - 1).
\]

Meanwhile for \(v'\) the corresponding component of \(2(g - 1) \bar{x}\) is simply \((g - 1) \otimes 1\) and

\[
\rho_{v'}((g - 1) \otimes 1) = (\tilde{g} - 1)(\tilde{c} - 1).
\]

Adding these, we obtain

\[
\rho(2(g - 1) \bar{x}) = \tilde{g} \tilde{c} - \tilde{c} \tilde{g}.
\]
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The explicit description of the isomorphism $\Delta(\tilde{G}, M)/\Delta(\tilde{G}, M)\Delta\tilde{G} \cong M$ given in [39, Page 155] shows that the element
\[ \tilde{g}\tilde{c} - \tilde{c}\tilde{g} = (\tilde{g}\tilde{c}\tilde{g}^{-1}\tilde{c}^{-1} - 1)(\tilde{c}\tilde{g}) \]
corresponds to $\tilde{g}\tilde{c}\tilde{g}^{-1}\tilde{c}^{-1} \in M$. Therefore
\[ \gamma_v(g) = (\tilde{g}\tilde{c}\tilde{g}^{-1}\tilde{c}^{-1})^{1/2} = \lambda_v(g) \]
as desired (see [134]).

A.4 Quadratic Presentation

We now assume that the assumptions (A1) and (A2) from §6 hold.

Lemma A.4. Assuming (A1) and (A2), the $\mathbb{Z}[G]$-module $V^\theta$ is projective with constant rank equal to that of $B^\theta$, namely $\#S' - 1$. Therefore
\[ V^\theta \to B^\theta \to \nabla_{\Sigma'}^\Sigma(H) \to 0 \]
is a locally quadratic presentation of $\nabla_{\Sigma'}^\Sigma(H)$ over $\mathbb{Z}[G]$.

Proof. Recall that a $G$-module $M$ is called cohomologically trivial if the Tate cohomology $\hat{H}^i(H, M)$ vanishes for all subgroups $H \subset G$. We first claim that $V^\theta$ is cohomologically trivial. For this, it suffices to show that $V$ is cohomologically trivial, since it is known that $\mathcal{O}$ is cohomologically trivial [?nsw, Theorem 3.1.4(i)]. As we now explain, the module $V$ is the product of cohomologically trivial modules. Any $v \not\in S' \cup \Sigma'$ is unramified and hence $\text{Ind}_G^G O_v^*$ is cohomologically trivial [7, §VI.1.2, Proposition 1]. Ritter–Weiss show that the module $\text{Ind}_G^G V_w$ is cohomologically trivial [39, §3, Proposition 2]. It remains to show that $U_w$ is $G_v$-cohomologically trivial for $v \in \Sigma'$. If $v$ is unramified in $H$, this is clear again by applying [7, §VI.1.2, Proposition 1]. If $v$ is ramified, the second assumption on $\Sigma, \Sigma'$ at the outset of §6 implies that $G_v$ has prime-to-$\ell$ order. Therefore multiplication by $\#G_v$ is invertible on the pro-$\ell$ group $U_w$, so cohomological triviality is automatic. This proves the claim that $V^\theta$ is $G$-cohomologically trivial.

Next we note that (131) implies that $V^\theta$ is $\mathbb{Z}$-torsion free, since the modules $\mathcal{O}_{H,\Sigma,\Sigma'}^*$ and $B^\theta$ are $\mathbb{Z}$-torsion free. A theorem of Nakayama then implies that $V^\theta$ is $\mathbb{Z}[G]$-projective ([30, Theorem 1]).

To conclude, let $R$ be the localization of $\mathbb{Z}[G]$ at any prime ideal $I$, and let $L$ denote the fraction field of $R$. We localize the sequences (131) and (132) at $I$ and tensor with $L$ over $R$, and compute dimensions over $L$. The sequence (132) implies that
\[ \dim_L(\nabla_{\Sigma'}^\Sigma)_L = \dim_L((X_{H,\Sigma})_L). \]
Yet the Dirichlet unit theorem implies $\dim_L(\mathcal{O}_{H,\Sigma,\Sigma'}^*)_L = \dim_L((X_{H,\Sigma})_L)$ as well, so (131) implies that $\dim_L(V^\theta)_L = \dim_L(B^\theta)_L$. It follows that $\text{rank}_R(V^\theta)_R = \text{rank}_R(B^\theta)_R$ as desired. \qed
A.5 Transpose of $\nabla$

As shown in the previous section, $V^\theta$ is projective under the assumptions (A1) and (A2). In this section we compute the transpose of $\nabla_\Sigma (H)$ associated to the presentation

$$V^\theta \to B^\theta \to \nabla_\Sigma (H) \to 0,$$

namely,

$$\nabla_\Sigma (H)^{tr} = \text{coker}( (B^\theta)^* \to (V^\theta)^* ).$$

(136)

Lemma A.5. With $\nabla_\Sigma (H)^{tr}$ defined as in (136), we have $\nabla_\Sigma (H)^{tr} \cong \text{Sel}_\Sigma (H)$.

Proof. We use the presentation for $\text{Sel}_\Sigma (H)$ given in (27). Note that there is a natural isomorphism of functors (from the category of $\mathbb{Z}[G]$-modules to itself)

$$\text{Hom}_{\mathbb{Z}}(-, \mathbb{Z}) \cong \text{Hom}_{\mathbb{Z}[G]}(-, \mathbb{Z}[G]), \quad \varphi \mapsto (m \mapsto \sum_g \varphi(gm)[g^{-1}]).$$

Applying $\mathcal{F} = \text{Hom}_{\mathbb{Z}}(-, \mathbb{Z})$ to (130) and noting that $X_{H, \Sigma}$ is $\mathbb{Z}$-free, we see that $\mathcal{F}(B^\theta) \to \mathcal{F}(W^\theta)$ is surjective, and hence our transpose may be written

$$\nabla_\Sigma (H)^{tr} = \text{coker}( \mathcal{F}(W^\theta) \to \mathcal{F}(V^\theta) ).$$

(137)

To compute this, we revisit (127) and apply the snake lemma. Since $\text{Cl}_{S'}(H)$ is trivial, we extract an exact sequence

$$0 \to \mathcal{O}_{H,S', \Sigma}^* \to V^\theta \to (W^\theta)^\theta \to 0.$$  

(138)

Since $\mathcal{O}_{H,S', \Sigma}^*$ is $\mathbb{Z}$-free, we obtain

$$0 \to \mathcal{F}((W^\theta)^\theta) \to \mathcal{F}(V^\theta) \to \mathcal{F}((\mathcal{O}_{H,S', \Sigma}^*) \to 0.$$  

(139)

Now, the map $V^\theta \to (W^\theta)^\theta$ factors through $W^\theta$. This corresponds to the diagram of [39, Proposition 2, pg. 158], induced from $G_v$ to $G$, with the product taken over $v \in S' - \Sigma$. Furthermore one finds directly from the definitions a short exact sequence

$$0 \to Y_{H,S', \Sigma} \to W^\theta \to (W^\theta)^\theta \to 0.$$  

Since $(W^\theta)^\theta$ is $\mathbb{Z}$-free, applying $\mathcal{F}$ to this sequence gives another short exact sequence. Combining this observation with (137) and (139) we obtain

$$\nabla_\Sigma (H)^{tr} \cong \text{coker}( \mathcal{F}(Y_{H,S', \Sigma}) \to \mathcal{F}((\mathcal{O}_{H,S', \Sigma}^*) \to 0.$$  

(140)

It is easy to describe explicitly the map $\alpha$ appearing in (140). Given $\varphi \in \mathcal{F}(Y_{H,S', \Sigma})$, we have

$$\alpha(\varphi)(x) = \varphi((\text{ord}_w(x))_{w \in (S' - \Sigma)_{H}}).$$

Therefore, (140) is exactly the description of $\text{Sel}_\Sigma (H)$ given in (27).
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